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A Framework for Guaranteeing Statistical QoS
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Abstract—Continuous-media traffic (i.e., audio and video) can
tolerate some loss but has rigid delay constraints. A natural QoS re-
quirement for a continuous-media connection is a prescribed limit
on the fraction of traffic that exceeds an end-to-end delay con-
straint. We propose and analyze a framework that provides such a
statistical QoS guarantee to traffic in a packet-switched network.
Providing statistical guarantees in a network is a notoriously dif-
ficult problem because traffic flows lose their original statistical
characterizations at the outputs of queues. Our scheme usbsffer-
less statistical multiplexinggombined with cascaded leaky buckets
for smoothing and traffic contracting. This scheme along with a
novel method for bounding the loss probability gives a tractable

bounds on delays witho packet lossThe guaranteed QoS ser-
vice is a natural outgrowth of a body of research in the area of
delay bound calculations for queueing networks with regulated
traffic [7], [8], [29], [30], [54], [53], [16], [22], [4], [21].

It can be argued, however, that guaranteeing absolutely no
packet loss is overly conservative for continuous-media appli-
cations, which can typically tolerate a small rate of loss. In fact,
users may not perceive any quality degradation when there is
infrequent packet loss, especially if the receiver employs error
concealment techniques (e.g., see [49]). Furthermore, schemes

framework for providing end-to-end statistical QoS. Using MPEG  that guarantee no loss typically have a low connection-carrying
video traces, we present numerical results that compare the con- capacity for bursty continuous-media traffic (e.g., VBR video
nection-carrying capacity of our scheme with that of guaranteed . heqch with silence detection) [39], [18], [19], [17]. Alterna-
service schemes (i.e., no loss) using GPS and RCS. Our numerlcaﬁ I d th | h . hiah d f
work indicates that our scheme can support significantly more con- UVEly stated, the no-loss schemes necessitate a high degree o
nections without introducing significant traffic loss. bandwidth over provisioning.

This raises two important questions. First, is it possible to de-
velop a comprehensive framework that providesgistical QoS
guarantees in a networkhat is, bounds on the fraction of traffic
that exceeds an end-to-end delay constraint? Providing statis-
tical guarantees in a network context is a notoriously difficult
problem because traffic flows lose their original statistical char-

ONTINUOUS-MEDIA networking applications are acterizations at the outputs of queues. And if yes, can this statis-
increasingly popular in the Internet. These applicatiorial-QoS scheme have significantly better connection-carrying
include Internet phone, real-time video conferencing, armhpacity than a guaranteed QoS scheme? In this article we first
streaming stored audio and video. But because the Interdevelop a framework that provides statistical QoS guarantees in
provides only a best-effort service, the Quality of Servicanetwork settingWe also argue that our approach typically has
(QoS) perceived by a user is inconsistent and unpredictable significantly better connection-carrying capacity than a deter-
particular, the QoS for a continuous-media session is often paoinistic guaranteed QoS scheme.
when the links between communicating entities are congestedn order to guarantee deterministic or statistical QoS, con-
or subject to sudden and unpredictable traffic surges. nections need to make contracts with the network in order to
It is therefore desirable to introduce new services into the Ihmit, in some sense, the amount of traffic the connections send
ternet that can guarantee QoS to continuous-media applicatiant the network over intervals of time. Only by making and
The subject of providing QoS guarantees in packet-switchedforcing contracts can a network expect to be able to provide
networks has been a major area of research over the past 10g2érantees. Leaky buckets, being relatively easy to implement,
years, both inside and outside of the Internet research comrate convenient mechanisms for defining and enforcing traffic
nity. One of the propositions that has resulted from this reseamintracts. Sources that conform to leaky bucket characteriza-
is a specification for guaranteed QoS [43]. When an applictens are said to besgulated sourcedn recent years, several
tion uses this service, the application’s packets have guarantesskarch teams have carefully studied the problem of providing
statistical QoS guarantees to regulated sources that are multi-
Manuscript received May 1999; revised September 2001; approved Blﬁxed In e_lsmgle shared bUﬁ_er [1_3]_' [28]j [32]_' With S_hared
IEEE/ACM TRANSACTIONS ON NETWORKING Editor E. Knightly. This work buffer multiplexers, however, it is difficult (if not impossible) to
was supported in part by the National Science Foundation under Grapjhtly characterize a connection’s traffic once the traffic passes
NCR96-12781. This work was previously presented in part at the IE h th h d buffer. Th f th isti luti d
Conference on Decision and Control, Tampa, FL, December 1998, and at tHEOUGN the sharead buiier. 1herefore, the exisling solutions ao
IEEE Infocom, New York, NY, March 1999. not extend to the network environment in a satisfactory manner.
M. Reisslein is with the Department of Electrical Engineering, Telecommu- Although our approach also uses leaky bucket regulators, it
nications Research Center, Arizona State University, Tempe, AZ 85287-7206 . . L. . '
USA (e-mail: reisslein@asu.edu). provides meaningful statistical guarantees in a network context.
K. W. Ross is with Institute Eurecom, 06904 Sophia Antipolis, Franc&he QoS guarantees provided by our scheme can be roughly
(e-mail: ross@eurecom.fr). stated as follows: the fraction of traffic that exceeds a specific
S. Rajagopal is with Manugistics Group Inc., Wayne, PA 19087 USA (e-mall; L .
srajagop@manu.com). €nd-to-end delay constraint is below a prescribed bound. The
Publisher Item Identifier S 1063-6692(02)01085-3. scheme allows each connectiorhave its own end-to-end delay

Index Terms—Bufferless multiplexing, call admission control,
end-to-end Qo0S, multimedia traffic, regulated traffic, statistical
multiplexing, statistical QoS, traffic smoothing.

. INTRODUCTION

1063-6692/02$17.00 © 2002 IEEE



28 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 10, NO. 1, FEBRUARY 2002

constraint and its own bound on the fraction of traffic that exand the GPS based schemes is conducted in [46]. An approach
ceeds this delay limiSuch a statistical QoS guarantee is partithat statistically bounds the burstiness of flows in a network is
ularly appropriate for continuous-media traffic, whereby timeresented in [47]. A framework for achieving end-to-end sta-
stamping and a playout buffer can ensure the continuous playtistical QoS through coordinated network scheduling is devised
of video or audio without jitter [33]. Our traffic managementn [24]. In [14] aggregation of flows in core routers of the In-
scheme has the following components: 1) each connectioteésnet is exploited to decompose the network and analyze the
traffic is smoothed at the connection’s input as much as allowedd-to-end queuing behavior using tools developed for the anal-
by the connection’s delay constraint; 2) all nodes within the netsis of a single queue. Finally, there have been several efforts
work employ bufferless statistical multiplexing; 3) admissioto extend the deterministic network calculus [7]-[9], [4], [21],
control is based on the worst-case assumption that sourcesvetneh relies to a large extend on arrival envelopes and service
adversarial to the extent permitted by the connection’s regulatourves, to probabilistic network services. Different definitions
while concurrently assuming the connections generate traffic iof- probabilistic service curves have been studied in [10], [31].
dependently. A critical device in our is scheme is a novel bourd probabilistic network calculus for a class of so-called “dy-
for a connection’s traffic loss at a single node. namic F-servers” is developed in [4]. A calculus for providing
Our scheme has the following features. end-to-end statistical QoS is developed and evaluated in [2],

« Admission control is solely based on the connections’ ref25]. This calculus employs effective service curves and applies
ulator parameters, which are policable. It is not based ¢hrather general settings.
more complex, difficult-to-police statistical characteriza- This article is organized as follows. In Section Il we formally
tions. define the cascaded leaky bucket regulators and the statistical
« It allows for statistical multiplexing in the network while Q0S requirement. We also discuss the smoothers at the net-
meeting the QoS requirements. The smoothing at the inperk ingresses and describe our network model. In Section IlI
increases the statistical multiplexing gain. we focus on a single node. We determine the worst-case traffic
* |t allows for per-connection QoS requirements: the Co@.nd outline our Smoothing and admission control procedure.
nections can have vastly different delay and loss requirée also consider general smoothers and show that the optimal
ments. smoother is a single-buffer smoother which smoothes traffic as
Because the multiplexing is bufferless, the switches r@uch as the delay limit permits. In Section 1lI-B we evaluate
quire only small input buffers (when traffic is packetized)our smoothing/bufferless multiplexing scheme in the context of
thereby reducing switch cost. a single node numerically using traces of MPEG encoded video.
« A connection’s traffic characterization does not change & Section I1l-C we compare our scheme to designs based on
the traffic passes through a bufferless multiplexer, that iuffered statistical multiplexing. In Section IV we analyze mul-
the traffic leaving the network node conforms to the sani#op networks. In Section IV-A we compare the performance
regulator constraints as the traffic entering the node. TH¥ our smoothing/bufferless multiplexing scheme with that of
feature is particularly useful when analyzing multihop nefleterministic service disciplines in multihop networks. In Sec-
works. tion V we discuss how the responsibilities of smoothing, call
The statistical multiplexing within the network increases thedmission control and traffic policing can be shared by the ap-
connection carrying capacity of the network significantly at thlication and the network when our smoothing/bufferless mul-
expense of miniscule losses in the network. We provide numé&plexing scheme is employed. We conclude in Section VI.
ical examples that demonstrate that by allowing for very small
losses of the order af0~7 (which can be effectively hidden Il. REGULATED TRAFFIC AND THE STATISTICAL QOS
by error concealment techniques [49]) our scheme can typically REQUIREMENT

support two to three times the number of connections that deqp, ihjs article we study networks consisting of interconnected
terministic service disciplines (GPS, RCS, etc.) can support. terjess nodes. We assume a virtual circuit, connection-ori-
The problem of providing end-to-end statistical Q0S guaraphteq network and view traffic as fluid, that is, packets are infin-
tees in a network has received agreat deal of attention in recgitimal. The fluid model, which closely approximates a packe-
years. The early works [20], [3] in this area derive probabilistig, o4 model with small packets, permits us to focus on the cen-
bounds on the delay of flows in a network, while [40] discussgs,) issues and significantly simplifies notation.
a conceptual framework for QOS assurances in a network. Agach connection entering the network has an associated
scheme which is able to provide end-to-end statistical Q0S {fy,)jator function(also often referred to as arrival envelope in
a network of Generallzed Processor_Sharmg (GPS) SChed“Wéliterature), denoted bg;(¢),# > 0. The regulator function
is developed in [12]. End-to-end statistical Q0S guarantees [Qfsirains the amount of traffic that connectjocan send into
MPEG video traffic are provided by the scheme proposed jRe petwork over all time intervals. Specifically, 4 (¢) is the
[55], which employs traffic-controlled rate-monotonic priority, o ynt of traffic that connectiopsends into the network over

scheduling [56]. Our approach was developed independently,qf intervall0, #], then A, (¢) is required to satisfy
[12] and [55], and was first presented in [36], [37]. In this ar-

ticle, we extend our approach and present it in a comprehen- A, (¢ +7) — A;(7) < (1) Yr >0, t>0. 1)
sive manner. Schemes for providing end-to-end statistical QoS

in a network of Earliest Deadline First (EDF) schedulers are de-A popular regulator is the simple regulator, which consists
veloped in [1], [45]. A comparison of the EDF based scheme$ a peak rate controller in series with a leaky bucket; for the
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simple regulator, the regulator function takes the féjft) = move all of the buffers inside the network; that is, we use buffer-
min{p}t, 0]2 + p?t}. For a given source type, the bound on thkess statistical multiplexing rather than buffered multiplexing
traffic provided by the simple regulator may be loose and ledfore each link in the network. In our fluid model, a connec-
to overly conservative admission control decisions. For matign’s traffic that arrives to a bufferless link either flows through
source types (e.g., for VBR video), it is possible to get a tightére link without any delay or overflows at the link, and there-
bound on the traffic and dramatically increase the admissifore has infinite delay. The QoS requirement of a connection
region. In particular, regulator functions of the form is met if the fraction of connectiop+raffic that overflows any
of the links along the route of connectigris less thar;. Also,
&;(t) = min {p}@ o pPt,. o+ pfjt} (2) note that provided the loss at each link is small, we can rea-
sonably approximate a connection’s traffic at the output of the

are easily implemented with cascaded leaky buckets; it is showitiplexer as being identical to its traffic at the input of the
in [50] that the additional leaky buckets can lead to substantialiyytiplexer. In other words, a connection that satisfies a certain
larger admission regions for multiplexing with deterministigegulator constraint at the input of a node satisfies the same reg-
QoS. We shall show that this is also true to some extend f@&tor constraint at the output of the node.
multiplexing with a statistical QoS requirement. Specifically, For the smoother at the input of connectipto the network
we shall demonstrate that with three properly selected leaé initially use a buffer which serves traffic at rate When the
buckets, we can achieve the maximum admission region. Wékoother buffer is nonempty, traffic is drained from the buffer at
two carefully selected leaky buckets we can achieve most @fec*. When the smoother buffer is empty and connectian-
this admission region; however, in most cases these two lealeffic is arriving at a rate less thar, traffic leaves the buffer
buckets differ from the simple regulator in that both leakgxactly at the rate at which it enters the buffer. For the fluid
buckets have a nonzero bucket deptifsee Appendix B for model and QoS criterion of this article we shall show that more

details). o complex smoothers consisting of cascaded leaky buckets do not
Throughout this article we assume that each regulator has ﬂ?ffbrove performance.

form (2). WlthOTUt loss of generality we may assume that- Using the theory developed in [7], it can be shown that the

pf > e > pj‘j and 0]2» < oj? < - < rfj‘j. For ease of maximum delay in the smoother is

notation, we sep, = pfj. Note that for connectiop-traffic,

the long-run average rate is no greater thaand the peak rate max () _ ty

is never greater thapt . 20 | ¢}

Each connection also has a QoS requirement. We consid%a tth h et
QoS requirement that is particularly appropriate for multimediac St (€ smoother rate to
traffic that has stringent end-to-end delay requirements but can . . Ei(t)
tolerate some loss. Specifically, each connection has a connec- ¢ =minqe =20 1?23( br=d; (3)

tion-specific delay limit and a connection-specific loss bound.h is the del , ‘ . h
Letd; ande; denote the delay limit and loss bound for conned¥hered; is the delay requirement for connectignSince the

tion j. Any traffic that overflows at one of the bufferless IinksirpUfferless 'nodes inside t'he‘ network introduce no additional
the network is considered to have infinite delay, and therefof§!ay: traffic from connectiop that flows through the network
violates the delay limit. The QoS requirement is as follows: tHéithout loss has an end-to-end delay of no more tiarit is
long-run fraction of connectiori4raffic that is delayed by more straightforward to show from (3) that the smoother rate can be
thand; seconds must be less than expressed as

This QoS requirement can assure continuous, uninterrupted . &)
playback for a multimedia connection as follows. Each packet ¢ = I{?g‘ A+t (4)
(which we assume to be infinitesimally small in our fluid anal-
ysis) is time-stamped at the source. If a packet from connegtiotntuitively, ¢} is the smallest smoother rate that guarantees (de-
is time-stamped with value, the packet (if not lost in the node) terministically) that the traffic is delayed by no more thgnn
arrives at the receiver no later than- d;. The receiver delays the smoother.
playout of the packet until time + d;. Thus, by including a
buffer at each receiver, the receiver can playback a multimedta N€twork Model
stream without jitter with a fixed delay af; and with a loss ~ An important characteristic of our framework is that it pro-
probability of at most;. vides statistical QoS guarantees ineawork We shall illustrate

The first aspect of our strategy is to pass each connectiottés characteristic in the context of a multihop network with in-
traffic through a buffered smoother at the connection’s input tervening local traffic flows. Consider a multihop network with
the network. We design the smoother for connecti@o that N nodes, as shown in Fig. 1. Each node is a bufferless multi-
the connectiory- traffic is neverdelayed by more thad; in plexer, thatis, buffering is not permitted at each of the@odes.
the smoother. After having smoothed a connection’s traffic, west C,, denote the transmission rate for the link betweemitine
pass the smoothed traffic to the network, and the traffic follovend the(n + 1)st node.
its route through the network. At each link along its route, the One connection, which we label connection 0, passes through
connection’s traffic is statistically multiplexed with traffic fromall N nodes. All of the other connections pass through exactly
other connections. The second aspect of our strategy is to see node. We denotEn) for the set of connections that pass

¢
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nodel = mnode 2 node N bufferless nodes before reaching nadeThe bufferless nodes
C1 9 . "
> i — do not delay or alter the traffic streams (except for miniscule
losses due to link overflow which are negligible in typical
networking scenarios). Consider multiplexing the streams
U;,j € I(n), onto the bufferless link of capacit§,. The

) long-run average fraction of traffic lost by connectipis
through node:.. We assume throughout that the traffic generated

by the streams is mutually independent. In this paper we shall + .
show how an end-to-end statistical guarantee can be providedto E [(Ei&[(n) Ui — Cn) El—jb}
connection-0. To this end, we first solve the single-node case in Jﬂ;‘;f;”"(j) = G
the following section. E[U;]

We note that in the considered network, the multiplexed n _ infon s . .
streams are independent at each node. This independenc\@ngre(x) = max(0,z). The definition of P, " (j) relies
exploited in our calculation of the bound on the loss probabilit§)? the natural assumption that traffic loss at multiplexeis
which in turn is the basis for our call admission rule. In a moraP!it between the sources in a manner proportional to the rate

general network, where several streams (that are indepeno@ﬂhmh the sources send traffic into the multiplexer. Note that

at the network ingress) traverse several nodes together, lopes ) ke;ﬂfotzaGk of loss for each individual connection.

relations may be introduced among the streams. HoweverAlthough loss | (4) is an appeall_ng performance measure,
the bufferless multiplexers introduce correlations among tNanfDi‘V? found it to be mathematically u”i"r‘l’f'deY- Instead of
streams only in case there is loss, i.e., when the aggreghies (J) We shall work with a bound o "(j) which
arrival rate of the streams exceeds the link capacity. Otherwide,more tractable and which preserves the essential charac-
i.e., when there is no loss, the streams are not “aware” of ed€HStics of the original performance measure. Noting that
other, and the independence is preserved. We expect that infife t8rm in the expectation of the numerator is nonzero only
typical network operating regime the probability of loss is keptheN 2 icr(ny Ui > Cn, we obtain the following bound on
quite small, say on the order ab=7 to 103, by employing P (5):
the call admission rule developed in this article. Thus, there are
typically only miniscule correlations introduced when several

flows traverse a number of common nodes. We expect that

1

Fig. 1. Multihop network withV nodes.

()

E [(ziel(n) U - Cn)+ U]}

these miniscule correlations have a negligible impact on the Pss ™ (4) < OB 1= Prg(4)-
calculation of the bound on the loss probability. " ! (6)
In most practical circumstances the QoS requirement specifies
Ill. GUARANTEEING STATISTICAL Q0S: SNGLE NODE traffic loss to be miniscule, on the order @f = 10 or less.
ANALYSIS Thus we expect the bound to be very tight: In the rare event

when the aggregate demand for bandwisify ; ,,, U/; exceeds
In this section we determine the worst-case traffic and deriyge [ink capacityC,, Z‘EI( ) U, is typically very close ta’,,.
the optimal smoothing strategy. For this purpose we initially, Section 11I-B we provide numerical results which show
focus on a particular node, 1 < n < N. |I(n)| smoothed that P7_(;) is very nearly equal to the actual loss probability

streams are multiplexed onto the output link of capacity. Pllonfmrllo(?)_ Henceforth, we focus on the boud’._(j), and
(4) as theloss probability for connectiory

Each of the connectiong j € I(n), has a regulator function e refer toFy on

&;(t) and QoS pgrameteiig» and ;. Now regard the arrival at noden. We emphasize here that the bound (6) is a crucial
proceSS of Stream to its SmOOt.her as a stochastic proceSS. Lg_hd important Step for the techniques taken in this paper_ To
(4;(t),t = 0) denote the arrival process of the unsmootheg|;r knowledge, no other authors have made direct use of this
streamy, and let(A4;(¢,w),t > 0) denote a realization of the important bound.

stochastic process. Also let,.(t) = (A;(¢),j € I(n)), and By taking the supremum over all the feasible vector stochastic

let (A,.(#),# > 0) be the associated vector stochastic arrivgocesses, we obtain the following worst-case loss probability
process. We say that the vector arrival prodgss(t),t > 0)  for connectionj at noden:

is feasibleif (i) the component arrival processéd;(¢),t >

0),4 € I(n), are independent, and (ii) for eaghe I(n), each +

realization( A, (¢, w),t > 0) satisfies the regulator constraint E {(Eid(n) U; — Cn) U]}
(j)j = sup C E[Uj]

n

(7)
Ajt+71w)—Aj(r,w) L&) Vr>0, t>0.

The loss probability of connectighat noden is guaranteed to
DenoteA,, for the set of all feasible vector arrival processese bounded byy;™ for all feasible vector arrival processes in
(A, (t),t > 0). For a fixed feasible vector arrival process4,,, that is, for all independent arrival processes whose sample
(A,(t),t > 0), let U;(¢) be the rate at which traffic from paths satisfy the regulator constraints.
connectionj leaves the associated smoother at timand let As a first step in computing the;™’s, we need to explicitly
U; be the corresponding steady-state random variable. Nd&termine the random variablé§,j € I(n), that attain the
that the stream&;, j € I(n), may have traversed a number oupremum in (7).
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Lemma 1:Let U, j € I(n), be independent random vari-less tharp;. This establishes (9). Finally becausét) is non-

ables, withU7 having distribution increasing over each of its periods, we have
) t4r t
c;, with probability% / bi(s)ds < / bi(s)ds forall=>0, ¢t>0.
U=§< _ j ) T 0
J : | P (10)
0, with probability1 — E Combining (9) and (10) proves that each realization of
(A;(t),t > 0) satisfies the regulator constraint (1). |

There exists a feasible vector arrival process which producespye now show that the random variablés, j € I(n), attain

the steady-state rate variable¥,j € I(n), at the smoother the supremum in (7). This result will lead fo a simple procedure

outputs. for calculating the worst-case loss probabilitigs j € I(n).
Proof: The proof is by construction. For eaghe I(n) To this end, we will need to make use of a concept from sto-

lett; = o3 /(pj — p3) andT; = pjoi/[(0j — p7)pil. AlSO  chastic ordering. A random variablg is said to be smaller

let6;,j € I(n), be independent random variables Withuni-  than a random variabl¥ in the sense of thicreasing convex

formly distributed ovef0, T;]. For eachy € I(n) letb;(t) be a stochastic (ics) orderingwritten asX <iex Y, if E[R(X)] <

deterministic periodic function with peridfl; such that E[h(Y)] for all increasing, convex functiors( - ).
L Theorem 1:For eachj € I(n), the worst-case loss proba-
b;(t) = Py OSt<i; bility for connection; at noder is
J 0, t; <t<L TJ i
+
For eachj € I(n) define an stochastic arrival process as E [(Ziel(n) Ui - CN> Uj’}
" =

C, - E[UF]

t
Ait) = /0 bils + ;) ds. Proof: Letf, be the set of all random vecto(#,,; €

. ) I(n)) such that
Thus each component arrival procdss;(t),t > 0) is gen-

L ) ) 1) U;,j € I(n), are independent.

e[ated by a periodic on-off source; proceshas peak rate 2) OJS E[U»(] ; p; ando < U; < ¢ forall j € I(n).
p; and average ratg;. By sending each component process , J 7 ="
(A,(t),t > 0) into its respective smoother, we obtain an on—of?‘" fea5|ble vector arrival processesm, give steady-state rate
process whose peak rated$ and whose average rate 4g. varlabl_es that belong ... Let (;, j E* I(n)) be a rgndom
This on-off process is not altered by passing through bufferle§&tor intn. LetU =3 ;1) Ui andU™ = 3¢y, U We
nodes. Also, the component processes are independent; fhgd t0 show that
the vector arrival process produces the steady-state random E[(U - C,)* U] < E[(U* = C)1Uf]
variablesU7, j € I(n), at the smoother outputs. C.-EU;] ~ Cy - ElU7]

It remains to show that each realization(df;(¢), ¢ > 0) sat- .
isfies the regulator constraint (1). It follows immediately fronfix &, with & € I(n), and consider the random vect@r;, j €

(11)

the definition oft; () that I(n)) such thatl’, = U; andU; = Uj for j # k. Note that
(Uj, 5 € I{(n)) € U,. We first show that for each fixeg
t
/ bi(s)ds< &) forallo<t<T.  (8) E{(U = C)*U;] . E[(T — €)1
0 < ~ . (12)
C, - E[U}] C, - E[U;]

We can, in fact, show that .
Consider the case# j. LetV = U — U; — U;. Let Fy/ ()

t and Fy,( - ) be the distribution functions for" andU;. Noting
/0 bj(s)ds < &;(t) forall ¢ 2 0. ©) thatu;, U; andV are independent, we have
To see this consider any arbitrary= nZ; + s, wheren is some  E[(U = Cn)Uj]
nonnegative integer arl< s < T;. We have =E(U;+V +U; — C,)TUj]
t T nT; = E[U; +v+u—C) u]dEy (v)dEy . (u
/bj(s)dSZ/ bj(s)ds—i----—i-/ by(s) ds /0 /0 . JTuddby ()b, (v)
0 0 T+ (n=1s The functionf(x) = (z+v+u—C,,)Tu within the expectation
+/ b;(s)ds is an increasing, convex function infor each fixedv andw.
nT; Thus, becaus¥; <;.x U; (e.g., see Proposition 1.5.1 in [48]),
<nTip; + &;(s) we have
S [E;(nTj +5) — &;(s)] + &;(s) E[(U; +v +u — Co)*u] < E[(0; + v+ u— Cp)
= &;(t).

for all v and«. Combining the above two equations gives
The first inequality follows from (8) and from the fact that the ENU — CNYU < END — C YT
average rate of;(¢) over any period of lengtfl; is p;. The I n) U] - I n) U]
second inequality follows because the slopefgft) is never which, when combined witl’[U;] = E[U;], gives (12).
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Now consider the casé = j. Let W = U — U;. Using for (13) is highly accurate and is easily calculated. We note that
U; < ¢}, the independence & andU;, and the independencean admission rule based on on-line traffic measurements for

of W and;, we obtain the smoothing/bufferless multiplexing scheme proposed in this
E[(U-C) U] E(W+U, —C)tTU] article is studied in [34].

Cy, - E[U] = C,-E[U] Ath_this junctured_vve note some importanr;t rgzlat?fd v;l]ork by
E[(W + ¢ — C)H E[U] Dqs i[11]. He stu |esworst-(?ase,unsmoot edtra |(_:t gt max-
< o 0, imizes an aggregate loss ratio, where the aggregation is taken

" [f] over all sources. For this criterion he discovers a number of

_ E[W + ¢ = )t E[U] anomalies; in particular, extremal on-off sources are not always

Cn E[U;] worst case. With our boun&? () (6) the loss is maximized
E[(W +¢f — Cn)+l7i] b_y the extremal on-off sources, which grea’gly simplifies adm_is-
= C B . sion control. Furthermore, as we show in this article, smoothing
Al n B[UI] of traffic can significantly expand the admission region.
S0
E[(U _ Cn)+Ui] = E[(W + U, — Cn)+Ui] A. The Optimal Smoother
= E[(W + ¢ — Cn)+Ui]- Up to this point we have assumed that the smoother for each

connectiory consists of a single buffer that limits the peak rate

of the smoother output tg;. In this subsection we study more
general smoothers, namely, smoothers that consist of a cascade
of leaky buckets. The smoother for connectigrdefined by a
function S;(t), constrains the amount of traffic that can enter
the network over any time interval. Specifically,B(¢) is the
amount of traffic leaving smoothgrover the intervalo, ¢], then

B;(t) is required to satisfy

Combining the above two equations gives (12)ifer ;.

Thus (12) holds for all € I(n). Therefore, starting with the
original vector(Uy, Uy, ..., Uiy -1) € U, we can replace
Uy with U and obtain a new vector i, such that (12) holds.
Rename this new vector &8, Uy, .. ., Ujr(ny—1). We can re-
peat the procedure, this time replacifig with U}, and again
obtaining a new vector i, such that (12) holds. Performing
this procedure forall = 0,1,. .., |I(n)| — 1 gives (11). m

Exploiting the fact that thé/*’s are Bernoulli random vari- Bi(t+7)— B;(r) < S;(t) forallt>0, 72>0.

ables, we can simplify the expression fg": We assume throughout this section that the smoother functions

5 {(E Ur et — O )T are of the form
tCI(n)—{j 7 J n . . .

o = i [J}C,, i NCE) Si(t) = nin {s] +7jt} (14)
These bounds can be computed by convolving the distributionith r} > 72 > ... > r]Mj and0 = s; < 57 < --- < stj
of the independent random variables. An approximate convollhese piecewise linear, concave smoother functions can
tion algorithm is described in [23]. However, convolution oftefbe easily implemented by a cascade of leaky buckets. The
leads to numerical problems. We therefore apply the Large Dsingle-buffer smoother defined in Section Il is a special case
viation (LD) approximation, which is known to be accurate angith Af; = 1, s} = 0andr} = ¢*.
also computationally very efficient [39], [13], [35], to the ex- We say that a set of smooth€iS;(¢),j € I(n)) is feasible
pectation in the numerator. Toward this end,let (s) denote if the maximum delay incurred at smoothgis < d; for all
the logarithm of the moment generating function gf: J € I(n). By definition, the set of smoothe(s}t,j € I(n))
pr (s) = hlE[CsUj‘]' studied earlier is feasible. Now fix a feasible set of smoothers

‘ (S,(t),J € I(n)), and let the regulated traffic from the connec-

We define tions inI(n) pass through these smoothers. Let
ko * +
U* .= Z U;. E |:(E;]C1(n) U, — Cn) Uj:|
iCI(n)—{j} no__
Note that A n fi
be the associated worst-case loss probability for connegtion
poe(s) = > (s at noden. Recall that:" is the same worst-case loss proba-
i€l(n)—{s} bility but with the traffic passing through the set of smoothers
by the independence of tHi&"’s. The large deviation (LD) ap- (c;t,j € I(n)). The proof of the following result is provided in
proximation gives the following approximation fgt™ [39]: the Appendix. _
1 Theorem 2:¢7" < ¢ for all j € I(n). Thus the single-
- = e (Cn=ci)Fnyn(57) buffer smoothers with; = ¢ minimize the worst-case loss
Crns* /2y () probability over all feasible sets of smoothers.
where s* is the unique solution t@i,.(s*) = C,, — ¢}. In It follows from Theorem 2 that the more complex smoothers

summary, (13) is a simple expression for the worst-case lasmnsisting of cascaded leaky buckets do not increase the
probability of connectiory at noder; this expression involves connection carrying capacity of node Thus without loss of

the independent Bernoulli random variablEes,j € I(n), performance, we may use the simple smoothers of the form
whose distributions we know explicitly. The LD approximatior{c;t,j € I(n)). Furthermore, Theorem 2 verifies the intuition
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Fig. 2. Node 1 is a bufferless multiplexer. The independent smoothed strea i
in I(1) are multiplexed onto the output link of capacif . 60 L
TABLE | 40 : : '
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Trace Mean (bit) Mean | Peak/Mean 55 . . . T
bits/frame | kbits/sec
hull
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optimal leaky bucket characterization, 2 LB E
that in order to maximize the admission region of nedthe
smoother rates are as small as the delay constraints permit, t
is,c; = ¢ forj € I(n).

# of bean connections

B. Numerical Experiments for a Single Node

In this section we evaluate the smoothing/bufferless mult
plexing scheme in the context of a single node. Welset
1 and focus on the network consisting of smoothers and ol
bufferless multiplexer as depicted in Fig. 2. We set the capaci
of the output link toC; = 45 Mb/s. In this single node sce-
nario admission control is particularly simple: we evaluﬁ}é Fig. 3. Number of video connections as a function of the delay bound.
(13) using the LD approximation and verify whethﬁjl < The videos are characterized by the concave hull or the optimal leaky bucket
¢; Vj € I(1). We evaluate our scheme using traces from MPE%%acterlzatlon with two leaky buckets. The bound on the loss probability is
encoded movies. We obtained the frame size traces, which give
the number of bits in each video frame, from the public do-
main [41]. (We are aware that these are low resolution traces affte graph gives the number of admissible video connections
some critical frames are dropped; nevertheless, the traces arendhen the videos are characterized by the concave hull or the
tremely bursty.) The movies were compressed with the Grooptimal leaky bucket characterization with two leaky buckets
of Pictures (GOP) pattern IBBPBBPBBPBB at a frame rate ¢ivhich is obtained with the heuristic of Appendix B). We ob-
P = 24 frames/s [41]. Each of the traces hiab = 40 000 serve from the plots that the optimal leaky bucket characteriza-
frames, corresponding to about 28 minutes. The mean numben with two leaky buckets admits almost as many video con-
of bits per frame and the peak-to-mean ratio are given in Tablenkctions as the more accurate concave hull characterization. The
Letz,,,m = 1,..., M, denote the size of thexth frame in curves for three or more leaky buckets coincide with the curve
bits. We convert the discrete frame size trace to a fluid flofer the concave hull.
by transmitting themth frame at rater,,, I’ over the interval  In the next experiment we compare the admission region of
[(m—1)/F,m/F]. our approach with the admission region obtained with the de-
We compute the empirical envelope and the concave hulltefrministic admission control condition of Wregg al. [50].
each trace using the algorithms of Wregeal. [50]. Based The approach of Wreget al. is to feed the unsmoothed traffic
on the concave hull of each video we compute the minimedto a buffered multiplexer. The deterministic admission con-
smoother rate?. We also apply the heuristic of Appendix B totrol condition guarantees that no bit is delayed by more than
the concave hull in order to find the optimal leaky bucket chathe prespecified delay limit in the multiplexer buffer (and it also
acterization with two and more leaky buckets. We then comguarantees that no bit is lost). Our approach, on the other hand,
pute the minimal smoother rat¢ based on these concise leakyexploits the independence of traffic emanating from the connec-
bucket characterizations. tions inI(1). The videos are passed through simple smoothers
Assuming worst-case on-off traffic, the smoother outputs avéth ¢; = c¢}. The smoother outputs—assuming worst-case
statistically multiplexed onto the bufferless link. We sgt=  on-off traffic—are then statistically multiplexed onto the buffer-
107 for all connections. In Fig. 3 we plot the number of adless link (see Fig. 2). We set = 107 for all connections.
missible video connections as a function of the delay bourldosses this small have essentially no impact on the perceived

0 0.2 0.4 0.6 0.8 1 1.2 14
delay in seconds
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160 ' In Fig. 6, we compare the actual loss probability at node
o | 11, B™1(4) given by (5) with ourfb;)und for loss probability,
SLB.RRR - Pﬁ)sg (4), given by (6). We obtaid’, . " (5) an(IjPﬁ)SS () by sim-
z 120 2LB,RRR x ] ulation, and assume worst-case on-off traffic. We also verify the
% 100 lg Iig: ﬁLL% o accuracy of the large deviation approximation ff__(;). In
g 41B,KLZ = Fig. 6 we plot the loss probabilities as a function of the number
5 % 2LB,KLZ = 1 of connections being multiplexed onto tfg = 45 Mb/s link.
E oo LF g B EH T - - | We consider the scenario where the videos have a delay bound
5 / & of 1 s and are characterized by three leaky buckets. We observe
R . that the bound on the loss probabili#}_ () (solid line) tightly
20 _/ | bounds the actual loss probabiliff™*(;) (dotted line). We
also observe that the LD approximation (dashed line) closely
0 : . . : : : approximates the simulation results.
0 0.2 0.4 0.6 0.8 1 12 14

delay in seconds

C. Comparison With Buffered Statistical Multiplexing

Fig. 4.  Number of lambs connections as a function of the delay bound and theThe numerical results of the previous section show that for a
number ﬁf('sg'%b“kem (LB). Plots shown are for Wregel. (KLZ) and our g q16 node our approach allows for dramatically more connec-
approac - . S . ) ) .
tions than buffered deterministic multiplexing. In this section
ideo quality and can be easilv hidden by error concealmevg}vﬁ briefly consider buffered multiplexing with an allowance of
;" h au |y49 fy i y all loss probabilities, which we refer tolasffered statistical
e?nr;ﬁuisv\g ]I. t the number of admissible lamb Anecti multiplexing Consider the buffered analogy of the single-link
g. 4 weplot the number of admissibie 'ambs connectio fferless system studied in Section IlI-B. The link has capacity
as a function of the delay bound. The graph gives the numt@r and is preceded by a finite buffer of capaciy. Let the

of lambs connections that are admitted with the our approachl .o -onnections if(1) arrive to this system; specifically the

(RRR) when two or three leaky buckets (LB) are used to chacr- . : . L
. . . . . t (1 d dentand tion € 1(1),
acterize the video trace. As we just saw in Fig. 3 the opt|m%§meC lons irf(1) are independent and connectioy € I(1)

o ; regulated by a given regulator functién¢). The traffic from
leaky bucket characterization with three leaky buckets adm{ X (?onnectio>r/15 i%(l) pagses directly irymgo)the buffered multi-

as many connectlpns_as the concave h_uII, the most accur SXer, i.e., the traffic is not pre-smoothed before arriving at the
concave characterization of the video; using more leaky buck

) . ) er. This buffered system is illustrated in Fig. 7. Assuming
does not increase the admission region. We also plot the num S traffic is served EIFO. the maximum delay in this system
of lambs connections that are admitted with the buffered det%- d = B, /Cy. Suppose th,at the buffer overflow probability is

ministic multiplexing approach of Wreg#al.(KLZ) when 2,3, ns?rair#ed to be no greater than

8, or 16 leaky buckets are used to characterize the trace. We o??i is a difficult and challenging problem to accurately char-

serve that for delays on the order of 0.5 s or more, the numbera%}erize the admission region for a buffered multiplexer which

admissible connections significantly increases as the numbern‘?uFiplexes requlated traffic and which allows for statistical

leaky buckets used to describe the trace increases. The appr?ﬁﬁtiplexing. Elwalidet al. in [13] made significant progress

of Wr_ege.et al.thus greatly bengﬁts from a more accurate Cha{ﬁ this direction. They consider the buffered multiplexer for
acterization of the video—achieved by more leaky buckets.

. . . . the special case of regulators with two leaky buckéts.,
The main result of this experiment, however, is that our ap- £:(t) = min{p}t,oj + p;t}. (In our numerical compar-

S(r)zasc?haell(;wsrfg;glogi 3:/?2 tW|;|e ::h; nel;(rgrk;]erleco?;regtlggg th%%ns, we extend their theory to the case of multiple cascaded
pp gt al. p'e, y leaky buckets.) In order to make the buffered multiplexer

. : o mr,
bound .Of 1'1. S V\./regetlal.admlt 69 connect|on_s:(29.6/o av athematically tractable they assign each connection its own
erage link utilization) with 16 leaky buckets while our approacg]

. / . e . irtual buffer/trunk system. Each virtual buffer/trunk system
0
admits 146 connectlon&&.?_/o average Imk gt|||zat|on)_ with is, allocated bufferby ; and bandwidtheg ;. The allocations
three leaky buckets. We obtain this dramatic increase in the ad- : o
mission reqion by exoloiting the independence of the so rCarse based on the buffer and bandwidth resourégsandC',
ar:d zlillo 'r?l for gs:]‘;" Ilcl)sgsJ roblab'I'Ft) u Fespectively) and on the regulator parameters 4%, ando;)
owing ) pr DIty . . _for the input traffic. It turns out that the bandwiddy ; is
In Fig. 5, we consider multiplexing two different movies §

I . exactly thec; obtained by settingl; = d = B;/C\ in (4).
bean_s and Iambs, each W't.h its own delay constraint. We a9%fler some analysis Elwaliét al. obtain the following bound
consider a single node with'; = 45 Mb/s. We use delay

on the fraction of time during which loss occurs at the buffered
bounds ofdi s = 125 ms orl.25 s anddyes, = 125 ms or 9

1.25 s, giving four combinations. Both videos are characterizeraumplexer'

by three leaky buckets. We assume that both video connections

have the QoS requirement that the fraction of traffic that is de- PEMW _ p Z U > ¢

layed by more than the imposed delay limit is less tihén’. - jeI) !

For the Wregeet al. plot we use Earliest Deadline First (EDF)

scheduling. We see that for all four cases, the admission regishereU;, j € I(1), are exactly the same random independent

for our approach is dramatically larger. random variables that occur in Theorem 1. (To calculate the as-
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Fig. 5. Admission region for the multiplexing of lambs and bean connections over a 45 Mb/s link.

sociated:;, j € I(1), setd; = d = B, /C) for each connection be identical. Fig. 8 gives the number of lambs connections that
7)) are admitted with the approach of Elwakd al. (EMW) [13]

This observation indicates that our smoother/bufferless malnd our approach (RRR) when three leaky buckets are used
tiplexer system has remarkable similarities with the bufferdd characterize the trace. We assu@ie = 45 Mb/s and set
system in [13]. Specifically, for a fixed maximum delayin ¢; = 10~ 7 for all connections.
the buffered system, we can design a bufferless system withThus, in the context of a single node our bufferless system has
pre-smoothers which has the same maximum delay and whedsentially the same admission region as the buffered system
has an admission region based on the same set of independefit3] for a fixed worst-case delay and loss probabilitye.
random variable$’?, j € I(1). The pre-smoothers essentialljwhile being no more difficult to perform call admission, we be-
implement the virtual buffer/trunk systems introduced by Elieve that the bufferless system has some important advantages
walid et al. For a maximum loss probability afthe admission over the buffered system: (i) no buffer is needed at the multi-

region for the buffered multiplexer is defined by plexer (for packetized traffic, a relatively small buffer would
be needed); (ii) the bufferless approach allows for a per-con-
P Z Ur>o | <e nection QoS requirement, whereas the buffered system imposes
eI ’ the same QoS requirement on all connections; and (iii), per-

haps most importantly, networks are quite tractable for buffer-

wher h mission region for th fferl m i . . -
ereas the admission region for the bufferless system is less links, as we can reasonably approximate a connection’s

E[(E‘ Us_C )+ U?] traffic at the output of the multiplexer as being identical to its
sCI(1) i 1 J 3 . . . . . .
- <e. traffic at the input to the multiplexer. This fact is exploited in
Cy - E[UF] the next section where we analyze our scheme for general mul-

Although these admission regions are different, they atibop networks.
based on exactly the same independent random variable®Ve conclude this section by noting that the buffered system
U;,j € I(1). The difference in these admission regions is aoes have some advantages over the bufferless system. First,
artifact of using two different notions of loss probability: whilealthough both systems have the same worst-case delay, the
in this article we use “fraction of traffic lost”, the article [13]buffered system has a lower average delay. (Note, however,
uses “the fraction of time during which loss occurs”. If the santhat multimedia applications are typically designed for a
notions of loss were used, then the admission regions wouldlay bound.) Second, due to statistical buffer sharing among
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lambs video is described by three leaky buckets. Plots shown are for Ebtalid
10* T T T T T al. (EMW) and our approach (RRR). The difference in the number of admissible
. connections is due to the different notions of loss probability.

nodes 1 throughV. At the output of any of the nodes, connection
0 has a peak rate no larger thgnand an average rate no larger
than pg. We can therefore use (13) to calculate the worst-case
loss probabilitypi™ at any of the bufferless multiplexersn =
_ 1,..., N. The end-to-end loss probability of connection 0O is
bounded by the sum of the worst-case loss probabilities of the
individual hops along connection 0’s path, that is, the loss in the
network is bounded by | g5
Poss(i), simulation E We note here that the single buffer serving traffic at rgte
............ P[1io(), simulation which was shown to minimize;™ at a single node. in The-
_____ Pross(i)> LD appr. orem 2 also minimizes the sum of thg™. To see this, re-
o i ) . . , call that the design of the smoother for connectjodepends
number of bean connections *  only on the connection parameters (the regulator funcfjgt)

and the delay limitd;). Therefore, thesamesmoother mini-
Fig. 6. The simulation verifies that the bound on the loss probatfiitty. (/)  mizes thep’™ at every node: along connection’s path. As a

tightly bounds the actual loss probabilii™* (). The plots further confirm ; ; PR
the accuracy of the Large Deviation (LD) approximation. We use a delay bouﬁ&msequence the smgle buffer smoother with Eﬁtmmlmlzes

N . .
of 1's and characterize the videos by three leaky buckets. The link rate is 45,,_; ¢5", the bound on the overall fraction of overflowing
Mb/s. The plots give the loss probability as a function of the number of ongoirgonnection-0 traffic in the network.

connections. The end-to-end QoS requirement of connection 0 is met if

5o(t)\ 5 zN:d)*" < (16)
— X €p.
b > n=1 ’

 mm
% Ci For admission control, we must ensure that (16) holds for all

connections. Specifically, we must partition—either statically or
dynamically—the loss constrainj among the nodes traversed
by each of the connections. This problem is of independent in-
terest and is discussed in Sections V-10 and V-11 of [42].

We have thus provided a framework for providing end-to-end
statistical QoS guarantees for a multihop network. The frame-
work consists of input smoothers at the network ingresses

streams, the buffered system has the potential to admit MANA bufferless statistical multiplexing within the network. In-

streams (see [52] for a quantitative evaluation of this potentia@r. . . .
easing the number of nodes a connection traverses increases

However, exploiting this potential requires admission rules that . .
are typically more complex (e.g., [28], [32], [51]). e loss probability but not the delay. Roughly speaking, the

network loss probability for a connection is approximately the
loss probability of a typical node multiplied by the number of
IV. GUARANTEEING STATISTICAL Q0S: MULTIHOP ANALYSIS nodes through which a connection passes. Because the loss
We now turn our attention to the entire multihop networkprobability of a node is dimensioned to be on the ordel(of®
Without loss of generality we focus on connection 0 traversiray less, the increased loss is only of minor importance.

Elrmy-1)

Fig. 7. Traffic of connection is characterized by the regulator functisy(t)
and fed directly, i.e., unsmoothed, into a buffered multiplexer.
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We note at this juncture thitjg;l ¢4 also provides a bound assume that all output links in the network have the same ca-
on the probability that a bit of connection 0 experiences gacity C. With these simplifying assumptions the worst-case
end-to-end delay of more thay in the network. More formally, loss probability of connection 0 at a node is
with Dy denoting the end-to-end delay incurred by a bit of con-

nection 0 in the network, we have E [(Z;Lll Uf +c* — O) T
N o = G =", (18)
P(Do > do) < Z $o"- a7) The end-to-end loss probability of connection 0 is given by
n=1

N¢*. Now assume that connection 0 is new and requests a con-
Recall from Section Il that by design a bit of connection 0 {§€ction traversing nodes 1 through The QoS requirement of
delayed by at most, in the smoother. Bits that do not overflowthe New connection 0 is satisfieddf < ¢/N. Suppose that all
at any of the bufferless links in the network incur no addition@ther streams that traverse one of the nodes = 1,..., N,
delay while bits that do overflow are considered to have infl2ve allocated a loss constraint larger tRai to that noden.
nite delay. The bound (17) follows by noting th@ﬁ;l P is W|th thIS' assumption the QoS requirements of al] other streams
a bound on the fraction of bits that do overflow. We emphasi?¥!l continue to hold if¢™ < </N. Hence connection 0 can be
that the bound on the probability that a bit violates a given del@fimitted if¢™ < ¢/ _
limit is minimized by smoothing as much as the delay limit per- Ve use the maximum number of connections each of the mul-
mits at the network ingress. We compare the performance #{€xers 1 throughv can carry without violating any QoS com-
our smoothing/bufferless multiplexing scheme with that of déitment as a measure of the performance of our scheme/"Let
terministic traffic management schemes in the next subsecti@§note this maximum number of connections. We clearly have

These deterministic schemes are lossless and guarantee that a I Jogr< £
specific delay limitd; is never violated, that is, they guarantee R { 9T < N}
thatD; < d; with probability one.

| der to facilitate th . f1h ‘ .tghereN denotes the set of natural numbers. Note that in the de-
h order o faciiitate the comparison of the pertormance witly, ;o 4 networking scenario each of the multiplexers 1 through

thg determinis'tic benchmarks we make the following simplis; is serving connection 0 ang — 1 fresh connections.
fying assumptions about the traffic streams and the network.
First, we assume that all streams are regulated by a si_ngle Ieﬁ\l.(yComparison With Deterministic Service Disciplines

bucket; for the single leaky bucket, the regulator function takes _ )

the formé&;(t) = o; + p,t. Note that the single leaky bucket In this section we compare the performance of our
regulator constrains the long-run average rate of connegtio§moothing/bufferless multiplexing scheme with that of de-
to be no greater thap;. The multihop analysis of our traffic terministic _service disciplines. These deterministic service
management scheme for more complex regulators consistifigciplines provide lossless service and guarantee a deter-
for instance, of a cascade of leaky buckets is a straightforwddnistic end-to-end delay bound. Of the deterministic service
extension of the analysis presented here. However, GPS whitsciplines discussed in the literature, the Generalized Pro-
we shall use as a benchmark to evaluate our scheme, has E&S$0r Sharing (GPS) [29], [30] and Rate-Controlled Service
analyzed extensively in [29], [30] for single leaky bucket reguRCS) [16] disciplines guarantee the smallest delay bounds.
lators. We will make use of some of those analytical results faPS considers the route of a connection as a whole and is thus
our performance evaluation and focus therefore on single leskg/€ to guarantee tighter bounds than are achievable by adding

bucket regulators throughout this section. For the regulator furféorst-case delays at each hop [7], [8]. RCS, which is at the
tion &;(t) = o; + p;t and the delay limitl; we obtain from (4) heart of the Guaranteed Service framework of the Internet [43],

the smoother rate relies on traffic shaping at every hop and can guarantee the
same delay bounds as GPS. In fact it is shown in [16] that RCS
& — o <Q p}) has the potential of providing tighter delay bounds than GPS.
J d;’" )" However, the problem of how to choose the parameters of the
RCS discipline in order to achieve these tighter delay bounds
To further simplify the performance comparison we assunignot addressed. Instead, the authors suggest to use the param-
that all streams in the network are homogeneous, that is, etérs induced by the GPS discipline. This ensures that RCS
streams have the same leaky bucket parameters and Qoagaccept as many connections as GPS (and some more in a
quirement. (We emphasize that this assumption is not neededderogeneous network). With the networking scenario that we
in our framework; we only make it here to facilitate the comhave chosen for the performance comparison—homogeneous
parison.) We set; = o,p; = p,d; = dande; = ¢ for connections, homogeneous nodes, fluid model—GPS and RCS
all streams; in the network. This implies that all connectionshave exactly the same performance. We shall therefore compare
have the same smoother rates, thatjs= c* for all streams our scheme’s performance with that of GPS. For this purpose
J. Also, all of the Bernoulli random variablés’ are now iden- we modify the network depicted in Figs. 1 and 2. We remove
tically distributed (but still independent). When comparing thtne buffered smoothers at the network ingresses and replace the
performance we again focus on connection 0 traversing nodesufferless multiplexers with buffered GPS servers.
throughN. We assume that each of the nodea =1,..., N, 1) Review of GPSFirst, we briefly review GPS [29], [30]
servesJ streams, thati§/(n)| = JVn = 1,...,N. We also and adapt the notation of [29], [30] to our network model. The
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GPS serven serving the streams ih(n) is characterized by 220 ’ T ' ' ' '

positive real numbers?, j € I(n). These numbers govern the 200 r ]
allocation of service to each of the streams. K&{(r,t) de- 180 | 1
note the amount of streayrtraffic served by servet during an 160 j

interval [, t]. The GPS policy guarantees that for any connec
tion j € I(n) that is continuously backlogged in the interval

smoothing/bufferless mux, d = 0.2 sec — |
GPS,d=0.2sec -
smoothing/bufferless mux, d = 20 msec -~ |

140

[r, %], thatis, has a positive amount of traffic in serwes buffer = I GPS, d = 20 msec
throughout the intervdlr, #], 100 - ]
80 F 4
S;L('r, t) w ) ol
n Z—, L€ I(TL)
Sr(r,t) — wl wl
A ConneCtionj thatis baCklOgged isthus gual’anteed a minimurn a0 b T R }
service rate calledonnection; backlog clearing ratef 0 -
0 5 10 15 20 25 30 35 40 45 50
I N
n_ w; C
%= o Fig. 9. Maxi ber of tiorks as a function of the number of
ZiEI(n) wi 1g. 9. aximum numper of connectio as a runction o e numbper O

hopsN for smoothing/bufferless multiplexing and GPS.
by servern. The minimum connection-0 backlog clearing
rate along its route traversing nodes 1 through is delay limit of connection O or any other connection. Létde-
go = minj<,<ngy. Let Do(t) be the end-to-end delay note this maximum number of connections. From (19) and the
incurred in the network by a connection-0 bit that arrives a@fe stability condition we have
time ¢. Furthermore, letD§ denote the maximum end-to-end cd ©
delay of connection O over all time and all feasible arrival Jr = \fnin{ , }J
processes of all streams sharing a server with connection 0, P
formally: Note that/* does not depend oV, the number of nodes con-
nection O traverses. We remark that for the example at hand, con-
Dy = sup maxDy(t). sisting of homogeneous connections with homogeneous delay
UrgngndAn #20 bounds,/* is the absolute maximum number of connections a

) . L deterministic service discipline can support; no matter what de-
A key result of [30] is the following deterministic bound on th%erministic service discipline (GPS, RCS, etc.) is employed.

maximum end-to-end delay for connection Ogif > po then 5y Nymerical Resultsin this section we compare the per-
Dg < o0/g90. We note that this bound does not require the ifg i ance of the smoothing/bufferless multiplexing scheme with

dependgnce of the served tra_lffic streams_. The independencghgf of GPS in multihop networks numerically. We have chosen
the traffic streams, however, is a prerequisite for our bound gy, parameters = 11 925 bytes,p = 150 kb/s andC —

the loss probability. Given a specific delay boufydfinding the - ;5 w5 For our smoothing/bufferless multiplexing scheme we

corresponding weights of the general GPS policy is a Very tgs; ihe |oss bound to= 10~7. (These parameters are also used
dious procedure. This procedure is greatly simplified by settifgr some some of the numerical examples in [13].) In Fig. 9,

w; = p; for all traffic streams. GPS with this special assigne piot the maximum number of connectios that can be

ment of weights is _referred to as Rate P»roportional Prqces§g|rpp0rted by the nodes 1 throughwithout violating any QoS
Sharing (RPPS). With RPPS the connectjaracklog clearing requirements as a function of the number of hags,We do

rate at server is given by this for two delay bounds] = 20 ms andd = 0.2 s. The max-

o imum number of connections that can be supported by GPS is
g; = —JnCn- independent ofV; J* = 9 for d = 20 ms andJ* = 94 for
Eic[(n) P d=02s.

For ease of comparison with our smoothing/bufferless multi- Fi9- 10 depicts/* as a function of the delay bound for
plexing scheme we make the same simplifying assumptions We = © hops andV = 50 hops. Again, note that the GPS
made at the end of Section IV. In particular, weggt= p,o; = Performance is independent of the number of hops.

o andd; = d for all connections. We assume that all servers 1WO points are especially noteworthy about the plots.
1 throughN serveJ connections and have a capacity @f First, with our smoothing/bufferless multiplexing scheme

With these simplifications, the minimum back log clearing ratf® number of allowable connectiong, drops off only
of connection 0 along its route from node 130is go = C/.J. slowly as the number of traversed hops, increases. Second,

The end-to-end delay bound of connection 0 is our smoothing/bufferless multiplexing scheme dramatically
increases the connection-carrying capacity of the network. We
Dy < Jo/C (19) observe from Fig. 9, for instance, that for a delay bound of

d = 20 ms andV = 15 hops our scheme can support more than
provided the stability conditiod”/.J > p is satisfied. We are three times the number of connections that GPS—or any other
interested in the maximum number of connections each serdeterministic service discipline—can support. We achieve this
along the route of connection 0 can serve without violating themarkable performance by first smoothing the traffic at the
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20 d; = 0 to the network. We remark that this dual leaky bucket

regulator function has been adopted by the ATM Forum [15]
and is being proposed for the Internet [44]. The network does
not have to be aware of the smoothing done by the application.
The network edge dimensions its own smoother basef} @n
andd; = 0. Sinced; = 0 the network’s smoother degenerates
to a server with rate; preceded by a buffer of size zero.

With network smoothing the application advertises its reg-
ulator function and maximum tolerable delay to the network.
Prerecorded sources apply the heuristic of Appendix B when
N the network restricts the number of leaky buckets to a number
" smoothing/bufferless mux, N = 5 hops — smaller than the number of segments in the concave hull. The

180

160

140

120

100 ¢

J*

80

60

20 F 4 smoothing/bufferless mux, N = 50 hops ----- i X N
GPS§ network edge dimensions the smoother based on the regulator
O 1 1 I3 1 1 1 1 1 1 - H H H -
0 002 00t 006 005 oI o2 o1 o1 o o2 functionand delay bound supplied by the application. Call ad

din seconds mission control is based on the assumption of worst-case on-off
. . , . traffic at the smoother output. The network edge polices the ap-
Fig. 10. Maximum number of connectiorf$ as a function of the delay bound . ti ' traffic bef it ent th th dd .
d for smoothing/bufferless multiplexing and GPS. The GPS performancepé“?a |0ns_ ramc berore 1t enters the smoother an rops vio-
independent of the number of traversed hops. lating traffic.

network edges and then statistically multiplexing the smoothed VI. FINAL REMARKS

traffic streams \{vi'Fh miniscule loss probabilities7 within the |, this article we have developed a framework for providing
network. The miniscule losses of the order 8f~" can be gnq tqend statistical QoS guarantees in a network. We have ar-
effectively hidden by applying error concealment techniques {0,e that it is preferable to smooth the traffic at the ingress and
the multimedia streams [49]. The losses will therefore not bg nerform bufferless statistical multiplexing within the network
noticed by the viewers/listeners. than to use shared-buffer multiplexing. For our scheme we have
determined the worst-case traffic and have outlined an admis-
sion control procedure based on the worst-case traffic. We have
also explicitly characterized the optimal smoother.

In this section we discuss how the responsibilities of Our results are particularly relevant in light of the current de-
smoothing, call admission control and traffic policing caRate on service disciplines for the Internet. Our results indicate
be shared by the application and the network when otffat an Internet offering exclusively Guaranteed Service based
smoothing/bufferless multiplexing scheme is employed. c&Dthe RCS service discipline will be severely underutilized. An
admission control is the responsibility of the network. Befordternet service allowing for small losses—such as the Predic-
accepting a new connection, the network has to ensure tH%¢ Service framework proposed in [5]—would be able to make
the QoS requirements continue to hold for all establish&dficient use of the Internet resources and still provide the re-
connections and the new connection. Policing is also a netw&&\Vvers with an enjoyable multimedia experience. Such a statis-
responsibility. The network edge has to police all establish&igal Internet service could be based on our smoothing/bufferless
connections in order to ensure that all connections comply withultiplexing traffic management scheme.
their respective regulator function advertised at connection
establishment. While call admission control and traffic policing APPENDIX A
are responsibilities of the network, smoothing can be performed PROOF OFTHEOREM 2
by either the application or the network. We refer to the case . o .
where the application performs the smoothing and sends theThe purpose of this appendix |s_to provide a proof for The-
smoothed traffic to the network edgeagplication smoothing orem 2. But first we need to establish two lemmas.
The case where the application sends its unsmoothed traffic t
the network edge and the network edge performs the smoothfﬁa
is referred to ametwork smoothing

With application smoothing the application internall

V. INTERACTION BETWEEN APPLICATION AND NETWORK

J-emma 2: A necessary condition fdis;(t), j € I(n)) to be
sible isr} > ¢; forall j € I(n).

Proof: From [8], [9], and [16] the maximum delay at
fmootherj is

smoothes its traffic. Based on the regulator function of its ) &) — s
traffic and the maximum delay it can tolerate, the application d; = max{ max ’7k’ — t} . (20)
finds the minimum smoother rate by applying (4). Since the 120 | 1sk<M "

smoothing is done by the application, there is no need to reduce L . ) &
the number of leaky buckets used to characterize the trafffPPOSe’; < ¢j for somej € I(n). Becausesj > 0 and
& < rjforall k, it follows from (20) that

by applying the heuristic outlined in Appendix B. Instead, th

concave hull of a prerecorded source is used directly for dimen-
sioning its smoother. The application advertises the regulator d. > max &(t) _+ L 1)
function &;(t) = min{c’;t,a;‘j + pf%} and the delay bound T
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TABLE Il _ by assumptiors; (6;) < &;(t;). This implies that;(t,,) =
ON-TIMES AND PERIODS OFb;(t) AND 6, (t) p Hence
7 OIIJ
pl > 1‘1 p}' < 7']1' : =¢;

ez ) <SS T E6 <556 Si (on;) = & (fon,) - (22)

I4 ti)/e 1)/ P i(¢5)/ i
e T 5.60/n S AL £~ Note furthermore that
Ton, 3; &5(t)/r] 51(%5)/p; ¢ ton: < Ton, (23)

sinceton; = S;(8;)/p; = r}6;/p; and by assumptior; < p}.
And because, by assumptiorj, < ¢}, itfollows from (21) that Because of (22) and (23) and,, = &, the smoother bursts at
£:(t) rater} for a duration ofr,,,;, when fed with an input burst at
d; > max {’—* - t} =d ratep; for a duration oft.,,; < ¢;. Also, note that the smoother
_ € output has average ratg(ton,)/1; = p; < 7’]1»\4j, where the
where the last equahty follows from (4). B |ast inequality follows from the stability condition. Because of
Lemma 3: There exists a stochastic vector arrival process fiage limitations we omit the discussion of the other three cases

A,, that produces the steady-state rate variableg € I(n), identified in Table Il. They are dealt with in similar fashion; see

with U; having distribution [38] for details. u
ith babilit Proof of Theorem 2:Using Lemma 3 and mimicking the
. min(r3, pj), with probability mn(nl,’p]l,) proof of Theorem 1 we obtain
i= , dea P ~ + -
0, with probability 1 7111111(7)}’@) E [(Ziel(n) U, — Cn) U]}
at the smoother outputs. v = Cn - E[U}]

; S 21 2 .
Proof: For eachj € I(n), lett; = o7/(p; — p;) and wherelU;, j € I(n), are defined in Lemma 3. Using the fact that

— 2 — -
b= /( —77)- At = t; the slope off;(t) changes form U; is a Bernoulli random variable, we obtain from the above
pJ to pJ < pJ Consequentlyﬁj( )= pjt is the maximum

expression
size burst that can be transmitted at r@}teprowded successive +
maximum size bursts are spaced at l&g$t;)/p, — t; apart E [(Eiel(n)_{j} U; + min (7,]17 p}) — Cn) }
Similarly, att = ¢, the slope of5;(t) changes form} t07 ;=
ConsequentIySJ( ) = r}6; is the maximum S|ze burst the Cy
smoother can pass at ra prowded successive maximum size F; * +
i M, E[(Eza(n) o Uit s = Cu)
bursts are spaced at ledst(6;)/r; 7 — 6, apart. (24)
Let b;(t) be a deterministic periodic function such that B Cn
L where the last inequality follows from Lemma 2.
bi(t) = 4 P00 0 <1 <ton, From (13) and (24) it remains to show that
! 07 tonj S t S 17] +
with on-timet,,, and period7; given in Table Il. Also, let g Z Uf +¢ - Cy
8;,7 € I(n), be independent random variables with uni- ieI(m—{j}
formly distributed over0, T;] and define the stochastic arrival +
process; as . .
<FE > U+ -Gy . (25)
Aty = [ Bi(s+6,)d et )
i) = N i(s +0) ds. From Lemma 2 and Proposition 1.5.1 in [48]
Uf <iex U;  foralli e I(n). (26)

Thus each component arrival procésk;(t),t > 0) is gener-
ated by a periodic on-off source; procgssas peak ratp! and The inequality (25) follows from (26), the independence of
average ratp;. The argument in the proof of Theorem 1 show¥},j € I(n), and an argument that parallels the argument in

that the vector procega (¢), ¢ > 0) is a feasible processin,,.  the proof of Theorem 1. 0
It remains to show that by sending each component process
(A;(t),t > 0) into its respective smoother we obtain an on-off APPENDIX B
process whose peak ratenisn(r}, o) and whose average rate A HEURISTIC FORFINDING A LEAKY BUCKET
is o). Specifically, we now show that,;(¢) producesD;(t) = CHARACTERIZATION OF PRERECORDEDSOURCES
fo 6;(s + 6;) ds at the smoother output where In this appendix we discuss how to obtain a source character-
0< ization&;(t) that has at most; slopes (i.e.L; cascaded leaky
6;(t) = { min ( 3 pJ) t<<tT<Oan buckets) and attempts to minimize bethandc}, thereby max-
’ Ton; imizing the connection-carrying capacity of a particular node.
where the periods and on- times are given in Table Il. We focus on prerecorded sources. The empirical envelope [27],

First, consider the casu% > riand;(t;) > S;(6,). Clearly, [50], [26] gives the tightest bound on the amount of traffic that
ton; < t; SiNC€ton, = S,(6, )/pj andtj = 8( ;)/p; and can emanate from a prerecorded source over any time interval.
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The empirical envelope is however not necessarily concave, angb]
therefore we may not be able to characterize it by a cascade of
leaky buckets. However, applying the algorithms of Wretal. o)
[50] or Grahams Scan [6], we can compute the concave hull of
the empirical envelope, which takes the form [10]

(#) = mi Ry
H,(t) = lﬁlr%r}(j {0t +pit}.

27) 1]
Here, K; denotes the number of piecewise linear segments iﬁZ]
the concave hull, which can be rather large, &g.1,s = 39

for the “Silence of The Lambsideo segment used in our nu-
merical experiments. Suppose that a source is allowed to ust!
L; (L; < K;) leaky buckets to characterize its traffic. We now
present a heuristic for the following problem: Given a source’s
concave hulf;(t) = min; <i<x, {o’+p’t} and the delay limit [14]
d;, find L; leaky buckets (out of thé(; leaky bucket pairs in
the concave hull) that maximize the admission region.

We illustrate our heuristic for the cadg = 2. ForL; = 2
the traffic constraint function takes the form

&;(t) = min {a}lj + p(;jt,a;}»j + p;)»jt}, 1<a;,b; <K
(28)

where the indices; andb; are yet to be specified. Our strategy
is to first choose the leaky bucket that has the tightest bound on
the average rate (i.e., minimizes), and then choose another [19]
leaky bucket which minimizes the smoother rate Let 73+
denote the average rate of the prerecorded source. We set
max{ : pz >2rel<i < K;}.

In order to find the leaky bucket indexed by we consider [21]
all leaky bucketgc?, p}) with 1 < ¢ < b;. We compute the
smoother rates obtained by combining each of the leaky buckel?2]
(0%, 0%),1 < i < b; with the leaky bucke(aﬁj,pﬁj) and select
the index: that gives the smallest smoother rate—and thus thgag;
largest admission region. We refer the interested reader to [38]
for a more explicit calculation of the index;, for a heuristic 24]
for finding the optimal regulator function consisting of three
or more leaky buckets, and for numerical evaluations of these
heuristics, which we can not include here because of page lim2®
itations.
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