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Packet-switched wavelength-division multiplexing (WDM) ring networks
have been extensively studied as solutions to the increasing amounffiof tra
in metropolitan area networks, which is widely expected to be a mix of
unicast and multicast traffic. We study the fairness between unicastidig an
multicasting in slotted packet-switched WDM ring networks that employ a
tunable transmitter and fixed tuned receiver at each noda aodterioribuffer
selection. We find that single-step longest-queue (LQ) buffer selectinarglly
results in unfairness between unicasting and multicasting or a fixed relative
priority for multicast versus unicast traffic. We propose and evaluaté-step
buffer selection policies that achieve fairness and allow for a rangelative
priorities of multicast versus unicast traffic. © 2004 Optical Society okfina

OCIS codes060.4250, 060.4510.

1. Introduction

Metropolitan area networks, which interconnect accessarés, such as Ethernet passive
optical networks (EPONS), with each other and with the tighed wavelength-division
multiplexing (WDM) backbone networks, are expected to eigmee a surge in traffic with
the ever-increasing speed of the access network techesldging WDM networks have
been extensively studied as solutions to the increasiffgctimmetropolitan area networks;
see, for instance, Refd9]. These studies have primarily focused on the efficiensjrarnt

of point-to-point (unicast) traffic. Point-to-multipoimulticast) traffic, however, is widely
expected to account for an increasing portion of the traffibétropolitan area networks as
applications that rely on multicasting, such as telepresteleconference, telemedicine,
multimedia content distribution, and software updateritistion, become more prevalent.
Multicasting in WDM ring networks has received relativelitlé attention to date, as de-
tailed in Subsectio.A. It is widely expected that traffic in future metropolitareamet-
works will typically be a mix of unicast and multicast traffend it is therefore important
to understand the issues involved in transmitting thesetyywes of traffic together over a
packet-switched WDM ring network.
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Many different types of ring networks have been studied i ltterature, with the
single-fiber ring network with a tunable transmitter anddixened receiver (TT-FR) node
structure being the most commonly considered type of ririgyowdx. We focus on this type
of ring network in our study, which to the best of our knowledg the first to examine
the fairness issues involved in transmitting a mix of unicasd multicast traffic over a
packet-switched WDM ring network. Unfairness tends to adgeng transmission of a
mix of unicast and multicast traffic in the common TT-FR s&fjber ring network mainly
because (i) unicast traffic requires the transmission ohglsipacket, whereas multicast
traffic typically requires the transmission of multiple gatcopies, and (ii) a transmitted
unicast packet is received by one destination node, whergassmitted multicast packet
copy is typically received by several destination nodes.

In this paper we first examine the transmission of a mix of asti@and multicast traffic
when different virtual output queue (VOQ) structures ar@laryed in conjunction with the
longest-queue (LQ) buffer selection, which determinegiireue from which to transmit a
packet in a single step and is widely employed in the ring nete/studied in the literature.
We find that this single-step buffer selection in conjunetwith VOQ architectures with
separate queues for unicast and multicast traffic gendesllys to significant unfairness.
Typically the multicast traffic experiences an uneven thhqut or packet loss, or both,
compared with the unicast traffic, as detailed in SecfioBuffering unicast and multicast
traffic in the same VOQs, on the other hand, results in fagirethe sense that the ratio of
transmitted multicast packet copies to transmitted uhipaskets is approximately equal
to the ratio of generated multicast packet copies to gee@naicast packets. Also, both
unicast and multicast traffic experience approximatelystirae delay and packet loss.

In many applications unicasting is used to transmit timesi&e messages of rela-
tively high importance, whereas multicasting is used fer onreal-time transfer of bulk
data (e.g., content distribution, software updates). Tanafor such different delay and
loss priorities for unicast and multicast traffic and, moeaerally, to allow for a range of
multicast to unicast throughput ratios we develop dugh-sigffer selection policies. The
dual-step policies combine LQ selection to determine ttennkl on which to transmit a
packet with a probabilistic selection policy to determinieether to transmit a unicast or
multicast packet.

This paper is structured as follows. In the following sultiegcwe review related work.
In Section2, we describe the architecture and medium access controCjyyfotocol of the
considered single-fiber ring WDM network. We also descriteedbnsidered conventional
node versus node fairness mechanism, which ensures thdiffdr@nt ring nodes have
approximately equivalent transmission opportunitiegspective of their location on the
ring. In Section3, we introduce the considered traffic model and the througapd delay
metrics. In Sectiont, we introduce the metrics used to assess the fairness betivee
treatment of unicast and multicast traffic. In Sectigrwe present the simulation results
for the networks employing separate or joint VOQs for untiGasd multicast traffic in
conjunction with the single-step LQ buffer selection pglilm Section6, we develop and
evaluate the dual-step buffer selection policies. We surize@aur conclusions in Sectiah

1.A. Related Research

Most closely related to our research are the lines of work)amijlticasting in WDM ring
networks, (ii) fairness control in unicasting over WDM ringtworks, and (iii) the joint
transport of unicast and multicast traffic in communicagioetworks.

Multicasting in WDM ring networks has received relativellé attention to datel[0].
The photonics-level issues involved in multicasting oveg WDM networks are explored
in Ref. [L1]. A node architecture suitable for multicasting in WDM ringtworks is studied
in Ref. [12]. The general network architecture and MAC protocol issargsng from mul-
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ticasting in packet-switched WDM ring networks are addrédseRefs. [L3, 14]. These
studies do not address the fairness issues arising froranigtiing a mix of unicast and
multicast traffic over a WDM ring network, which is the main f@cof this paper. We note
for completeness that the wavelength assignment for nasliing in circuit-switched WDM
ring networks, which are fundamentally different from theeket-switched networks con-
sidered in this paper, has been studied in Réfs-19].

The fair transmission of unicast traffic in packet-switclo@tical bus and ring networks
has received considerable attention; see, for instands, He 4, 20-25]. These studies
consider the problem of ensuring that each node is providéu fair opportunities for
packet transmissions irrespective of the location of thdesalong the ring. This problem
is largely orthogonal to the problem of providing fair opfmities for the transmission of
unicast and multicast traffic, which we focus on in this paper

The fairness issues arising in transmitting a mix of unieast multicast traffic over
general packet-switched networks has been examined in aerunh studies; see, for in-
stance, Refs.26-30], which do not consider the specific properties of optical WD#&t-
works. The problem of scheduling a mix of unicast and mudti¢eaffic in broadcast-and-
select WDM networks, which are fundamentally different frtime ring WDM network
considered in this paper, is studied in R&f1][

2. Slotted Ring WDM Network
2.A. Network Architecture

In this section, we describe the considered architectuae afl-optical WDM ring network
with N nodes and\ logical wavelength channels. We consider a single-fibey mietwork,
in which successive nodes are connected with a single eciibnal fiber. The fiber band-
width is divided into/A wavelength channels. Each channel is divided into fixedtlen
time slots whose boundaries are synchronized across a#lerayths. The slot duration
equals the transmission time of a fixed-size packet. Eact iscefjuipped with one tunable
transmitter and one fixed tuned receiver (i.e., a node cath gackets on any wavelength
and it is able to receive packets only on a preassigned wagtile ForN = A each node
has its own separateome channefor reception. FoN > A each wavelength is shared by
several nodes for the reception of packets. In particutardestination nodeg=i + nA
withne {0,1,...,[N/A] — 1} share the same drop wavelengthe {1,2,... A}, i.e., have
channel as their home channel. A given node receiver terminates #velength channel
on which it is homed. Nodes sharing the same wavelength meg teaforward packets
toward the destination node, resultingnultihopping For unicast traffic, the destination
node removes the packet from the ring. For multicast traffien a node receives a packet,
it checks whether there are additional destinations dowast; if so, it forwards the packet
to the other destinations; otherwise, the node is the firgtliion and removes the packet
from the ring. With this destination release (strippingwelengths can be spatially reused
by downstream nodes, leading to an increased network d¢gpaci

To avoid head-of-the-line (HOL) blocking, each node is tghlly equipped with at least
A virtual output queues (VOQs), one for each wavelength omitige We refer to the basic
buffer architecture with exactlx VOQs at a hode a&VOQ architectureNote that in the
AVOQ architecture the unicast and the multicast packets tmabsmitted on a given wave-
length are queued in the same buffer. Often the unicast atiitast packets are buffered
separately I3, 28, 32-35]. The main advantage of separate buffers for unicast antd-mul
cast packets is that unicast and multicast packets canrsiitied with different priorities.
In this paper we refer to these architecturegas m)VOQ architectureswhereu andm
are the number of unicast and multicast buffers, respdgtiVe avoid HOL blocking, both
u andm have to be larger than or equal Ao We consider thé(N — 1) + A|VOQ and the
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(A+A\)VOQ buffer architectures. In tHéN — 1) + A] VOQ architecture there is a separate
unicast buffer for each possible destination node for wtitraffic. In the(A + A)VOQ ar-
chitecture, unicast packets to be transmitted on the samelevegth channel are stored in
the same unicast buffer. In both architectures, one ofthmulticast buffers is assigned
to each of the\ wavelength channels. The fanout set of a given multicastgids parti-
tioned into as many aA destination groups according to the different home chanokl
the destination nodes. A copy of the multicast packet is igged for each group of des-
tination nodes and placed in the corresponding multicafebuf a multicast packet has
destinations on each of the home channels, theracket copies are generated, and one
each is placed in thA multicast buffers. If all nodes in the fanout set of a mubigaacket
share the same home channel, then only one packet copy isatggh@and placed in the
corresponding multicast buffer. All the buffers are finstfirst-out (FIFO).

2.B. MAC Protocol

On each wavelength, each slot consists of a payload field @amelsponding control infor-
mation. The control information gives the slot availagiktatus (empty or busy) and the
destination address (fanout set of the packet copy in the echmulticast packet) of the
packet transmitted in the slot. The control information nb@ytransmitted on a separate
control channel (e.g., as in Ref§, 5, 36]) or in a subcarrier multiplexed header (e.qg.,
as in Refs. 37, 38]). Each node monitors all wavelengths simultaneously atdals the
channel availability information in every slot.

We consider ara posterioriaccess strategy; i.e., a node first checks the availability
status for a given slot on all wavelength channels and thkectsethe appropriate buffer
for transmission. The node has to wait until an empty slavesron at least one wave-
length channel. When an arriving slot is empty on one (or maa)elength channel(s),
the node can use this slot to transmit a packet from one ofdfregponding queues. In the
AVOQ architecture, buffer selection is necessary if mudtighannels have an empty slot.
In the (u+m)VOQ architecture, buffer selection is necessary when omease channels
have an empty slot, since at least two queues (the unicaghandulticast queues) store
packets for the same home channel and a node can only tramseniacket at any given
time with its single transmitter. We consider differentfiesfselection schemes, which we
examine in Sections and6. All considered buffer-selection schemes are based onGhe L
buffer-selection principle. With the LQ principle, the L®d¢hosen. The motivation for the
LQ buffer-selection principle is load balancing among tlhewgs in the network, which
increases the node and network throughput for an acceptastiem complexity]].

2.C. Node versus Node Fairness Control

Owing to the ring symmetry and the applied destination sdeaach node has better-than-
average access to channels leading to certain destinatidesrand worse-than-average
access to channels leading to other destinati@is Bpatial reuse may cause starvation,
which occurs when a node is constantly being covered by ngaust ring traffic and thus
is not able to access the ring for very long periods of tidle This fairness problem has
received considerable attention in the literature, aslddtan Subsectiori.A.

In this study we use the fairness control described in Hgfwhich is a modified form
of asynchronous-transfer-mode ring protocol (ATMBY][ This fairness control represents
a credit allocation scheme and provides fair channel adnessans of a distributed credit
mechanism and a cyclic reset scheme on the basis of a mogitpproach. Initially, each
node is allocated a predefined credit, calldddow sizgW), for each wavelength channel
and is set to the active state. The node status (active diiepfor a channel is included in
the control information in each slot. Each node decreasewitdow size whenever it uses
a free slot to send a packet. If the node is still in the actiatesi.e., the remaining window
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size is larger than zero, the node sets the busy addres3figld hode’s address. When the
window size reaches zero, the node sets its state as inaotivehe node is not allowed
to send any more packets, and leaves the busy address fidldngezd. Thus, a node can
see whether there are any other nodes in the active stataodereceives a slot with the
busy address field set to the node itself, it knows that albther nodes are in the inactive
state. Then the node immediately sends a reset messageotbalinodes by setting the
reset-request fielth the control information and resets its windows size togtedefined
valueW. The node sends the message only once and waits for the resetge to circulate
around the entire ring network. When the reset message iveeldey the node that sent
it, the node strips the message from the ring. When a nodevescaireset-request, it sets
its status to the active state, sets the window size for thardl to the predefined valifé
and forwards the reset-request. This algorithm is invokedlbA wavelength channels at
each node.

3. Unicasting and Multicasting Model

In this section we describe the considered unicast andeasttiraffic model and define the
considered performance metrics. In our traffic model eachel nodes generates traffic
independently of the other nodes. We consider self-simiédfic with a Hurst parameter
of 0.75, which we generate fromN—OFF processes with Pareto-distributed on-duration
and geometrically distributed off-duratioA(]. We denoteo, 0 < o < 1, for the long-run
average probability that a given node generates a new patkie¢ beginning of a given
slot. We consider a balanced traffic situation; i.e., thekpgeneration probabilitg is
the same for all nodes. We consider a mix of multicast andastitaffic with a fraction
pm of multicast traffic. A given newly generated packet is a astgacket with probability
1-— pm; a generated packet is a multicast packet with the complameprobability pm,.
We consider uniform traffic, i.e., a given unicast packetegated by a node is destined to
any one of the otheiN — 1) nodes with equal probability/{N — 1). For a given generated
multicast packet, we draw the fanout (number of destinatiotles) independently from a
uniform distribution oveff1,N — 1], and we draw the fanout set (set of destination nodes)
randomly and uniformly from the othéd — 1 nodes. We note that the balanced uniform
traffic model is generally a good model for the traffic in metowe ring networks. Metro
edge ring networks, on the other hand, typically experiestangly hubbed (unbalanced
and nonuniform) traffic that is collected from several asasstworks and forwarded to a
core ring. We focus on the balanced uniform traffic model is gaper, but note that our
investigation of multicast versus unicast fairness fombakd uniform traffic is a starting
point. In future studies, it will be important to examine tirdcast versus multicast fairness
for unbalanced nonuniform traffic models.

We now describe the main implications of the consideredi¢rafodel. The probability
that a given node generates a unicast packet at the begioféngjot is

0'=0(1-pm), 1)
and the probability that the node generates a multicastgpatihe beginning of the slot is
o™ =opm. )

Note that for a given multicast packet, we generate a copgdch wavelength that leads
to destinations of the multicast. In other words, the nuntfegenerated packet copies
is equal to the number of distinct drop wavelengths amongsétef destination nodes.
We denoteE [A] for the expected number of packet copies generated for a gindticast
packet. Noting the equivalence between the nodes attachead AWG output port in the
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star network analyzed for multicast traffic in Red1] and the nodes sharing a common
drop wavelength in the ring network considered here, weinbta

A N—N/A (an)!(NfN//\)! N-1
E[A]m[ 2 <1 (N—n—N/A)IN! >+Nl\%/\+11

n=1
N—N/A )
- —n)! — |
_ A Z <1(N n)! (N N//\).>+N1 .
N-2| & (N—n—N/A)IN! A
Thus, a given node generates packet copies with a long-enage rate of
0°=0ME [A] = opmE [4] (4)

packet copies per slot. Noting that each multicast packebheaveragéN —1+1) /2 =
N/2 destination nodes, we obtain that a given multicast paukey has an average fanout
of E[f] = N/(2E[4]). That is, a given multicast packet copy reaches on aveEddé
destinations by transmission on its wavelength. Note thani > A, then the average
number of packet copies approaches the number of wavelehgtimels, i.e E[A] = A,
resulting in an average fanout of approximatgljf] ~ N/ (2A\) for a given multicast copy
on the corresponding wavelength channel.

To determine the stability limit of the network, note thatiwihe considered destination
stripping with spatial wavelength reuse, a unicast packesmission traverses, on average,
half the circumference of the ring. A multicast packet capythe other hand, needs to tra-
verse the ring far enough to reach all of its uniformly andd@nly distributed destination
nodes on the wavelength channel. Noting that the expectethauof destination nodes
on the wavelength channé[f] approaches half the nodes on the wavelength channel,
we may reasonably approximate the ring span traveled by tiaastl packet copy by the
full ring circumference. Thus, the network is stable " /2 + Nao® < A, or equivalently
0 <A/{[0.5—0.5pm+ pmx E(A)]N}.

We proceed to calculate the mean arrival rates of packetsetintividual buffers in
a given node. In this analysis we initially focus on tffe+ A) buffer architecture. With
the considered uniform traffic situation, a unicast packgeinerated and placed in unicast
bufferi,i =1,...,/A, at a given node at the beginning of a slot with probability

u a" o (1 — pm)
o] = N = A . (5)
Similarly, a multicast packet copy is placed in multicadféui, 1 <i < A, at a given node
at the beginning of a slot with probability

_ G_C _ opmE[A]

of = = = P (6)

Note that for nonuniform traffic patterns the arrival rateifferent buffers would be differ-
ent. Also note that the mean buffer-arrival rate for the asiduffers in thé(N — 1) + A|
VOQ buffer architecture is obtained by multiplying the aatirate in the(A+A) VOQ
architecture by\/(N — 1). The multicast buffer arrival rates are the same in bothitech
tures.

In our performance evaluation we consider the transmitiesughput, the receiver
throughput, the packet delay, and the packet loss probatab defined in detail as fol-
lows. We also consider a fairness index, which we define ini&ed. We define the mean
transmitter throughput of unicast buffeat noden as the probability that a packet is trans-
mitted from this buffer in a given slot and denote this thriopigt by T.;. We define the
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mean transmitter throughput of multicast buffeat noden in analogous fashion and de-
note it by T". Note that the mean aggregate unicast (multicast) tratesntitroughput in

the network isT = 37, 57, T (T™= 3\, 574, T"). The total transmitter throughput
in the network isT = yN_; s/, (Tn‘{i +Tn']}) and gives the average number of source nodes

transmitting a packet (copy) in steady state. Note thatiiissufficient to consider only
these absolute throughput levels when assessing thedaintent of unicast and multicast
packets. This is because the mean arrival rates differ fmashand multicast buffers. In
order to fairly assess the achieved throughput for unicadtraulticast packets, we nor-
malize the absolute throughput levels by the mean arritakrdviore formally, we define
the effective unicast (multicast) transmitter throughpfiunicast (multicast) buffer as
TH,i = Tnlfi/o'iu (Tnm,i = an,r?/of)-

We define the mean receiver throughput of unicast buffernoden as the average
number of destination nodes that receive a packet (copy) bafferi in nodenin a given
slot in steady state. Note that the number of destinatioresigdceiving a packet from
a unicast buffer in a slot is upper boundedMyA. We denote the receiver throughput of
unicast buffei in noden by R; ;. We define the mean receiver throughput of multicast buffer
i at noden in analogous fashion and denote it BY,. Note that the instantaneous receiver
throughput of multicast buffer in a slot is also upper bouhtg N/A. Also, note that a
single multicast packet copy can count upN@A times toward the receiver throughput,
which is the case when the packet copy is destined tdla\ nodes sharing the drop
wavelength channel associated with the buffer. The meareggte receiver throughput in

the network isR=yN_ s/, Rhi + R{]"I) and gives the average number of destination

nodes receiving a packet (copy) in steady state. Simildrdeffective unicast (multicast)
transmitter throughput we define the effective unicast {ivast) receiver throughput of
unicast (multicast) bufferasp; = R;/o}' (pn; = Ry /07).

We define the mean packet delay in unicast buffernoden as the time elapsed from
the generation of a packet to the complete reception of tblkegpén slots in steady state and
denote it byD;,;. For a multicast packet, we consider the individual delaysl the com-
plete reception of the individual packet copies by the iittlial receivers. (For instance, for
a multicast packet with three packet copies, each with auiaobtwo, there are six delay
samples.) This counting of the delay accounts for the dedagerienced by the individual
receivers until they receive their copies of the multicastiet. We denote the mean packet
delay byDp.

We define the relative packet lossas the ratio of the total number of dropped packets
to the total number of generated packets in the network. A&iggad multicast packet with
m destination nodes counts asgenerated packets. A multicast packet copy directed to
destination nodes that finds the buffer full and is consetiyidropped, counts asdropped
packets. We denote™ and LY for the relative packet loss of multicast packet copies and
unicast packets, respectively.

We estimate these performance metrics from discrete eirentegion. Each simulation
was run for 16 time slots (including a transient phase of tine slots for warming up each
simulation).

4. Unicast versus Multicast Fairness Metrics

In this section we define the considered metrics for assgésenfair treatment of unicast
and multicast packets. In general, fairness can be definedity ways. We approach the
problem of finding a sensible fairness metric by consideaitigear combination of the per-
formance metrics defined in the preceding section. We cengidtially the (A +A) VOQ

architecture; adapting the developed metrics to the ottwdnitactures is straightforward.
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We initially define thefairness indexor unicast buffeii at noden as

aH,i = Du +W2Tnu| +W3Rn|7 (7)
with wy +w, +ws = 1. The fairness index); for the corresponding multicast buffer is
defined in analogous fashion. By adjusting the weightsw,, andws we can adjust the
emphasis placed on delay, transmitter throughput, andvectiroughput. Note that the
thus defined fairness index captures the absolute throtigimpudelay levels.

In fairness studies it is quite common to consider the thinpudy provided to a traffic
flow in proportion to the amount of traffic of the flow. In our ¢ert, we can express this
in aproportionalfairness index, which employs the effective throughputsoees,

T¢:| +W2Tn| +W3pn| 8)

We can assess the fairness of a considered packet trarmmsssieme by comparing
the fairness indices achieved by the individual unicast mnotticast buffers. With a per-
fectly fair packet transmission scheme the fairness irsdissociated with all buffers should
be (approximately) equal. At the same time, it is desirablenaximize the throughput-
delay performance of the network, which corresponds to maxng the sum of all the
fairness indices. More formally, it is desirable to

Maximize Z 21 (Mh;+mi) and Minimized 9)

subject to
;-1 <& for1<I,n<N,1<i,j<A6,¢=um (10)

For the homogeneous network with balanced uniform traffits@tered in this study,
the delay and transmitter throughput for each buffer amged| by the same inversely pro-
portional relationship. We can thus limit our fairness de the transmitter and receiver
throughput, i.e., we consider

T[gl W[I'II 1 W)pnn e:uvmu (11)

withO<w< 1.
In our performance evaluations we consider the differenné{rness) metrics defined
as follows:

M —m; <&,  1<In<N, 1<ij<A, (12)
I -l <8, 1<1l,n<N, 1<i,j<A, (13)
M-y <8™ 1<In<N,  1<i,j<A, (14)

max{es“,am,au/m} <. (15)

Our main focus is on the difference metii¢'™, which indicates how fairly unicast traffic
is treated with respect to multicast traffic and vice verdse $malled/™, the fairer the
relative treatment of unicast and multicast traffic.

Note that conventional fairness mechanisms designed foasirtraffic ideally provide
each noden fair access to packet transmission slots on each wavelénigth, the mecha-

nisms ensure that all ti(aﬂ)i +Tmi> are (approximately) equal.
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We briefly outline some implications of the definition of oufference metrics. Note
that our fairness definition enforces

or equivalently,
T ! TY, -
W'—;:'+(1—w)§ zw%Jr(l—w)%. 17)

i i ] ]
Setting the weight tav = 1 forces the effective transmitter throughput levels todmp(ox-
imately) equal, which implies that the absolute transmttieoughput levels satisfy

T, l-pm’

nj

When we note that each multicast packet copy reaches on aefdydestinations and
that E[A] x E[f] = N/2, the transmitter throughput ratio in relatioh8f implies for the
receiver throughput
ﬁ ~ pmN/2
Rg,j 1-pm
Intuitively, settingw = 1 enforces that each unicast packet and multicast packstex-
periences the same opportunities for transmission in aosl@t wavelength and hence the
same delay.
On the other hand, setting the weightwo= 0 forces the effective receiver through-
put levels to be (approximately) equal, which in turn imglfer the ratio of the absolute
receiver throughput levels

(19)

R PrELA], (20)

Rg,j 1-pm

This in turn implies for the transmitter throughput
TI_T _ PmE[A]/E[f] (21)

Tnlfj - 1- Pm

Intuitively, settingw = 0 favors the unicast traffic, which is desirable in situagiovhere
relatively important and delay-sensitive data are sentimiaast and bulk data distribution
(e.g., software distribution, off-line pushing of Web andltimedia content into proxy
servers) is carried out via multicast. Note that when thevagk is lightly loaded and there
is negligible loss, both unicast traffic and multicast traffre served at the rates at which
they are generated. When the load and losses increase, riestapolicy should ideally
serve all unicast packets and drop only multicast packeesamtil the throughput ratios
(20) and Q1) are met.

In our performance studies we consider both the differenegics and the more intu-
itive ratio of the absolute throughput levels.

5. Simulation Results for Single-Step Buffer Selection

In this section we examine the throughput-delay as well eiedias performance when a
single-step LQ buffer selection is employed. Throughouteesider a network witiN =
64 nodes andh = 8 wavelength channels, which results in a mean numbEfaf = 7.22
copies for each multicast packet. We set the probabilitypEeket being a multicast packet
to pm = 0.3, which implies that the network is stable for< 0.0497. Following Ref. 35]
we set the window size for fairness controMb= 500. We first consider th€N — 1) + A]
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VOQ architecture as a representative of an architecture séparate buffers for unicast
and multicast packets. Subsequently we examind\W@Q architecture in which unicast
and multicast packets are buffered together. These twatectlres are illustrated in Fig.
1. Initially we employ the following counting policy to detaine the LQ. We count each
unicast packet as one and each multicast packet as its faruthe number of intended
destination nodes. This is motivated by the fact that thestrassion of a multicast packet
copy contributes to the receiver throughput accordingstéeihout.

m AUC
uc
uc ]]] Ao
m A HiRs
= MC:>D uc | Tn
]I] AMC LQ + :{> [
MC <7 MC | ,LQ
mIPY ™
(@) ((N—1)+A)VOQ architecture. (b) AVOQ architecture.

Fig. 1. lllustration of single-step LQ buffer selection.

5.A. Separate Buffers for Unicast and Multicast Traffic: [(N — 1) + A] VOQ Architecture

As described in Subsectioh A, with the [(N— 1)+ A]VOQ architecture, each node is
equipped with\ buffers for multicast traffic anéN — 1) buffers for unicast traffic. Initially
we set the capacity of each multicast bufi&¥ and the capacity of each unicast buffer
B! to the same valuB = 64. In Fig.2 we plot the performance metrics as a function of
the packet generation probability (mean packet arriva)rat We observe from the plots
a number fairness issues. First, we observe from Kig). that unicast packets experience
significantly larger delays than multicast packets. Thiisarily caused by the LQ buffer
selection giving priority to the multicast buffer, whichveatypically longer queue counts
owing to the counting of the fanout of each multicast packgtyc On the other hand, we
observe from Fig2(c) that multicast packets experience significantly latges probabili-
ties for arrival rates up to about 0.4. This is primarily besmof the multiple packet copies
generated for each multicast packet and the fact that thrererdy A multicast buffers
whereas there ard — 1 unicast buffers in each node. These effects can be mitigate
setting the unicast and multicast buffer capacities suahttie available buffer capacities
are proportional to the packet (copy) generation prokisslias detailed shortly.

We observe from Fig2(a), 2(d), and2(e) that for large arrival rates the network tends
to transport only multicast packets. This is primarily owito the LQ buffer selection
giving priority to transmissions from the multicast buBeFor a closer inspection of the
throughput ratio we plot in Fig(f) the throughput ratio for a range of smaller arrival rates
We observe that the throughput ratio initially decreaseltlen increases. This is primarily
due to the significantly lower packet loss probability foraast packets up to an arrival rate
of approximately 0.1.

Next, we examine the performance when the buffer capaa@tieset proportional to
the packet generation probabilities. Specifically, we ubase buffer capacity @ = 92
packets and s@" = [(1— pm) B] = 64 andB™ = [pnE [A] x Bx (N —1) /A] = 1569. We
observe from Fig2(g) that this buffer setting exacerbates the unfairnessrmg of the
throughput ratio. This is because of the LQ policy now givexggh more priority to the
multicast buffers, since they can now grow significantlygenthan the unicast buffers. We
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also observe from Fig2(h) that the packet loss behavior is now reversed compartd wi
Fig. 2(c), which is again owing to the relatively larger buffer ¢gin counts achieved with
the large multicast buffers.

In more extensive investigationgd] we have also examined the performance when
counting each unicast packet and multicast packet copy einahe separate unicast and
multicast buffers. We have found that when the unicast arlticast buffers have the same
capacity, then there is unfairness in terms of the delaykqidoss, and throughput ratio
similar to the situation depicted in Fig&(b), 2(c), and2(f). On the other hand, when the
buffer capacities are set in proportion to the traffic-gatien rates of unicast packets and
multicast packet copies, then there is unfairness in teifrtteeathroughput ratio similar to
the situation depicted in Fig(g).

5.B. Joint Buffers for Unicast and Multicast Traffic: AVOQ Architecture

In this section we examine the behavior of the ring forAMOQ buffer architecture. As de-
scribed in Subsectiod.A, each node is equipped with buffers, one for each wavelength
channel. A given buffer is used both for multicast and urtitesfic; i.e., unicast pack-
ets and packet copies (generated from a multicast paclkegtared in the same queue,
according to the home channel of the destination node(sindke the overall buffer ca-
pacity at each node the same as in the Subsebtinve set the capacity of each buffer to
B=64[1+(N—-1)/A].

In Fig. 3 we plot the performance metrics as a function of the meawemates. We
observe from Figs3(b) and3(c) that the unicast and multicast packets are treated fairl
in terms of delay and packet loss. This is intuitive, sinceast and multicast packets are
not distinguished in th&AVOQ architecture. We observe from Figfa) that the unicast and
multicast transmitter throughputs satisi'/T" = pnE[4] / (1 — pm) = 3.1 with reason-
able accuracy and thus meet aur= 1 fairness criterion. We furthermore observe from
Figs.3(d) and3(e) that the receiver throughputs satiBf}/R" = pnN/[2(1— pm)] = 137
with relatively good accuracy, which correspondsite: 1 fairness.

5.C. Conclusions from Single-Step Buffer-Selection Simulations

In this section we have presented the performance resuligel for unicast and multicast
traffic when employing the LQ buffer-selection scheme ifed&nt buffer architectures. We
found that the buffering of unicast and multicast packetifferent queues in conjunction
with the single-step LQ buffer selection generally resintsignificant unfairness and fluc-
tuating relative performance for unicast and multicagfitraWe obtained fair treatment of
unicast versus multicast traffic only for tA&/OQ architecture, where each of thebuffers
stores both the unicast and multicast traffic for a given ‘emgth. More specifically, the
AVOQ architecture in conjunction with LQ buffer selectiones thew = 1 fairness, where
unicast packets and multicast packet copies are providgdtive same transmission op-
portunities and experience the same delay.

There are many typical traffic situations where unicastéslue transport relatively im-
portant and delay-sensitive traffic, such as voice traféel-time video streaming traffic,
telemedicine traffic, and so on, and multicasting is usethiasport delay tolerant traffic of
relatively lower importance, such as software updatedneftlistribution of Web content,
and so on. For these traffic situations it is desirable to idewnore transmission oppor-
tunities to unicast traffic. Also, generally, it is desimlb control the relative priority of
multicast versus unicast traffic over a range of prioritieswvard this goal we introduce
and examine dual buffer-selection policies for buffer &edtures with separate unicast
and multicast buffers next.
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6. Dual-Step Buffer Selection

In this section we develop and evaluate dual-step buffieesen policies that are designed
to allow for the consistently fair treatment of unicast andltinast traffic with different
preferences for achieving a range of ratios of multicastrticast transmitter or receiver
throughput.

Our dual-step buffer-selection policies employ 1@ buffer selection to decide on
which wavelengttthanne] among the channels with an empty slot, to transmit a packet.
We refer to this selection step B®-C selectionln addition, we employ a buffer-selection
scheme that in each time slot determines whether to tramsmmicast packet or a multicast
packet. We refer to this step BKC/MC selection

We now proceed to explain these selection steps in detaibufiinout this discussion
we focus on théA +A\) VOQ architecture; the selection steps can be adapted to\6®®@
architectures with separate queues for unicast and mstittcaffic in a straightforward
fashion. In Fig4 we illustrate the dual-step buffer selection.

m )\Il;
U
uc ]]]] »
E A [: T A y;
m )\IMC E )\'.VIC :I
T aveLQ-C uc/mc
MC Buffer
AMC selection

(a) Channel priority policy: LQ-C selection followed

by UC/MC selection.
AL min A UC
% A O
ve m ALUC z E MY
> —y
MM UCIMC O T AMC
_IIIIaM Buffer T ave LQC
MCH i selection
m )\AMC E )\/\MC

(b) Traffic priority policy: UC/MC selection fol-
lowed by LQ-C selection.

Fig. 4. Dual-step buffer-selection schemes(far+ A)VOQ architectures.

As illustrated in the figure there are two possible permatetifor executing the buffer-
selection steps. We refer to the sequence LQ-C selectitowfedl by UC/MC selection as
channel prioritypolicy, as it gives priority to selecting the wavelength whel for trans-
mission. On the other hand, we refer to the sequence UC/Mectsah followed by LQ-C
selection asraffic priority policy, as it gives priority to selecting the type of traffimjcast
or multicast) to be transmitted.

For the formal definition of the LQ-C selection we initiallydus on the channel priority
policy. We letB, i = 1,...,A, denote the occupancy of unicast buffeNote that this
occupancy is equal to the number of packets stored in thiehBimilarly, we letp"
denote the occupancy of multicast buffstoring multicast packet copies destined to nodes
that receive on channelThis occupancy is weighted by the fanout of the multicaskpa
copies stored in the buffer; i.e., it is equal to the sum offtm®uts of the stored packets.
We letB; = B¢ +B",i = 1...A, denote the total buffer occupancy (backlog) for wavelengt
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channeli. Among the channels with a free slot, the LQ-C selection skedhe channel
with the largest backlog for transmission. Unless eitheruhicast buffer or the multicast
buffer for the chosen channel is empty, the UC/MC selectaandetailed shortly) is then
invoked to determine whether to transmit a unicast packatrulticast packet copy.

With the traffic priority policy, the LQ-C selection is don@aogously considering
either only the unicast buffer occupanci@sor the multicast buffer occupanci@§' de-
pending on the type of traffic selected by the UC/MC selection

In each time slot, the UC/MC selection decides whether tostrat a unicast packet or
a multicast packet. We transmit a unicast packet with pritibalf® and a multicast packet
copy with probabilityP™. We calculate these selection probabilities as a functiome
input traffic characteristics (the probabilit}' of generating a unicast packet for a buffer
and the probability? of generating a multicast packet copy for a buffer) and ofiteeght
w in the fairness metrics as follows. We note that the transionsof a unicast packet and a
multicast packet copy contribute the same toward the tratemnthroughput. On the other
hand, the transmission of a multicast packet copy contibtd the receiver throughput on
averageE [f] times more than the transmission of a unicast packet. Tijusindp},; are
proportional toPY, T is proportional tdP™, andp{ is proportional tcE [f] P™. Hence we
can rewrite relationi7) in terms of the transmission probabilities to obtain

pm E[flP" P pu
From relation 22) in conjunction withP" + P™ = 1 we obtain
1
u
— , (23)
PmE[A] 1
1+ 55 p[m] W (T-WE[T]

pm— - ! ) (24)

1+ =P (w+ (1—w)E[f]]

PmE[4]

The unicast and multicast transmission probabilities fiieient values of the weighw for
the considered network are given in Tahle

Table 1. Transmission Probabilities for a Network with N = 64 Nodes,\ = 8 Wave-
length Channels, and a Fraction ofR, = 0.3 of Multicast Traffic
w =8 pm
0 059 041
0.5 0.42 0.58
1 025 0.75

In summary, the channel-priority policy first applies LQ-€Election to determine
among the wavelength channels with an empty slot the chanmigh the largest cumu-
lative buffer occupancg' + B[". If only one of the buffers for the selected chaning@ither
the unicast buffer or the multicast buffer) is nonempty,ribde transmits one packet from
the nonempty buffer. If both buffers are nonempty, the nadpleys the UC/MC selection
and transmits a unicast packet with probabikty with the complementary probabilifg™
the node transmits a multicast packet.

The traffic-priority policy first applies the UC/MC seleatid.e., with probabilityP" the
unicast buffers are considered in the subsequent LQ-Ctemewith the complementary
probability P™ the multicast buffers are considered in the LQ-C selectiball unicast
buffers (multicast buffers) are empty, then the UC/MC sidecis not invoked and only
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the multicast buffers (unicast buffers) are consideretdéntQ-C selection step. The LQ-C
selection chooses the buffer with the largest occup@iayr B[ (according to the choice
made in the UC/MC selection step) for transmission.

The motivation for the described dual-step buffer selectmas follows. The LQ-C
selection achieves load balancing among the queues in thensyi.e., it strives to keep
o' [expression 12)] and 3™ [expression 13)] small and at the same time strives to maxi-
mize the transmitter/receiver throughputs. The UC/MCdxuklection, on the other hand,
strives to kee®"/™ [expression 14)] small; i.e., to enforce fairness between unicast and
multicast traffic.

6.A. Simulation Results

In this section we present simulation results for our duapHuffer-selection policies. We
initially focus on the channel-priority policy employed the (A + A)VOQ buffer archi-
tecture. To avoid unfairness among unicast and multicastgis in term of packet loss
we set the unicast and multicast buffer capacities in pitogoto the unicast packet and
multicast packet copy generation probabilities. In patég we seBY = (1— py) B and
B™ = pmBE[A] with, B = 460, which implieB" = 322 andB™ = 996. We present the re-
sults obtained for the weightgs = 1 andw = 0 and refer the interested reader to Réf][
for the results for intermediate settings, which we briefly review at the end of this section.

In Fig. 5 we plot the performance metrics of tHé& +A\)VOQ architecture with
channel-priority policy fow = 1. We observe that the performance metrics in these plots
are roughly equivalent to the plots in Fig.which confirms that the channel-priority pol-
icy employed in th§ A + A) VOQ architecture is able to achieve the same 1 fairness
as theAVOQ architecture in conjunction with LQ buffer selection.particular, the ratio
of multicast to unicast transmitter throughput'/T" is close topmE [A] / (1 — pm) = 3.1
as required fow = 1 fairness [see relatiod §)]. Similarly, the ratio of multicast to unicast
receiver throughpuR™/R" is close to( pmN/2) / (1— pm) = 137, as is required fow = 1
fairness [see relatiori)].

We also observe that the values of the difference matmhich gives the largest differ-
ence between the relative transmitter throughput for amydifferent unicast or multicast
buffers for the considered casewf= 1, are relatively large for small mean arrival rates.
These relatively larg® are primarily due to the high burstiness of the considerdfd se
similar traffic. We have found that for Bernoulli traffic, thés always below 0.11 (see Ref.
[42] for plots and details).

Next, we examine the performance of the channel-prioriticpdor w = 0, for which
we plot the performance metrics in Fig. A number of important observations are in or-
der. First, we observe from Fig8(a), 6(d), and6(e) that for mean arrival rates larger than
0.2, which correspond to heavy overload, the throughpidgare very close to the ratios
required forw = O fairness. In particular, the ratio of the multicast to @sictransmit-
ter throughpuff™/T" is close to( pmE [A] /E[f]) / (1 — pm) = 0.72 [see relationd1)]. At
the same time, the ratio of the multicast to unicast recalverughputR™/R" is close to
pPmE [4] / (1— pm) = 3.1 [see relationZ0)]. This indicates that the channel-priority policy
is effective in enforcingv = 0 fairness with consistent throughput ratios for multicsst
sus unicast traffic under heavy overload conditions. We akserve from Fig6(b) that
the unicast traffic experiences consistently significasthaller delays than the multicast
traffic. This indicates that with the = 0 setting, the channel-priority policy is quite effec-
tive in ensuring small delays for time-sensitive unicaaffic whereas bulk multicast traffic
experiences larger delays.

Next we observe from Figi(e) that for very small traffic loads; i.e., a mean arrivaérat
close to zero, the channel-priority policy does not achit&eedesired multicast to unicast
receiver throughput ratiB™/R" of 3.1. Instead, the throughput rafRd"/R" is close to the
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ratio of 13.7, which was desired for the= 1 setting. This is because for very small arrival
rates there is not enough unicast traffic to take advantatiedfansmission opportunities
offered to the unicast traffic with the = 0 setting; i.e., the UC/MC selection is frequently
not invoked, as either only the unicast buffer or the mustidauffer for the channel selected
by the LQ-C selection holds a packet. Also, observe from@ig).that essentially no packet
is lost; i.e., essentially all the generated traffic is sénigence, the ratio of multicast to
unicast transmitter throughput is essentially equal tor#ti® of the generation rates of
multicast packet copies and unicast packets, whighnS[A] / (1 — pm). Noting that each
multicast packet copy reaches on aver&gé] destination nodes, the corresponding ratio
of the receiver throughputs i8n x E[A] x E[f] /(1= pm) = (pPmN/2) / (1— pm), which
corresponds to the receiver throughput ratio requiredMer 1 fairness and is 13.7 with
our parameter settings.

As the mean arrival rate increases from close to zero up teeh & about 0.2, the in-
creasing amount of unicast traffic can take advantage ofrdmesinission opportunities
offered by the channel-priority policy witkv = 0, and the throughput ratios approach
the values desired with the = 0 setting. In particular, we observe from Fig(c) that
the loss probability for unicast traffic is significantly sitea than the loss probability
for multicast traffic as the unicast traffic is given priority achieve the desired ratio of
(1—pm)/ (pmE [A] /E[f]) =~ 1.4 unicast packet transmissions for each transmission of a
multicast packet copy. We observe that the channel-pyipoticy does allow for some mi-
nuscule loss of unicast packets in the range foam 0.025— 0.1, even though the desired
ratio of unicast packet to multicast packet copy transmissis not yet reached. Ideally,
the fairness mechanism should not drop any unicast packiengsas the desired ratio
of unicast packet to multicast packet copy transmissiomoisyet reached. The unicast
packet losses that do occur are primarily due to the highigtipinature of the considered
self-similar traffic. In more extensive simulation®] we have found that with Bernoulli
traffic no unicast packet is dropped up to an arrival rate ef0.1.

The results for the difference metriin Fig. 6(f) also reflect that it is impossible to
achieve the throughput ratios desiredioe= 0 when the arrival rates are small. Indeed, we
observe thad ~ E [f] ~ 4.4, which reflects the fact that for low traffic loads all geneda
packets are served and consequently the relative multeesitzer throughput iE [f] times
the relative unicast receiver throughput.

In more extensive investigationdd], which we cannot include here because of space
constraints, we have investigated the performance of tharei-priority policy for values
of the weight factow between zero and one. We found that settirtg intermediate values
achieves throughput ratios as well as delay and packet kfssviprs that lie between the
extremes observed above for= 0 andw = 1. We have also examined the traffic-priority
policy and found that it gives essentially the same resudttha channel-priority policy.
Furthermore, we have developed and evaluated a trafficHyrpmlicy with memory, which
keeps a memory of missed transmission opportunities faashor multicast traffic owing
to instances where all unicast or multicast buffers weretgmfle have found that the
traffic priority policy with memory gives essentially thensa performance as the policies
without memory.

7. Conclusion

We have examined the fairness issues that arise in tramggrgttmix of unicast and mul-

ticast traffic in a packet-switched WDM ring network. We haemsidered a single-fiber
ring network with TT-FR node structura posterioribuffer selection, and destination strip-
ping for uniform balanced traffic. We have found that VOQ #edtures with separate
gueues for unicast and multicast traffic generally raisaiaméss when the conventional
single-step LQ buffer selection is employed. We have alsmdiathat a VOQ architecture
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with one queue buffering both unicast and multicast trafficd given wavelength chan-

nel achieves fairness in the sense that the relative tratesrttiroughput levels achieved
by unicast and multicast traffic are approximately equalgquivalently, the ratio of the

transmitter throughput for unicast traffic to the transemithroughput for multicast traffic is

approximately equal to the ratio of generated unicast ga¢kegenerated multicast packet
copies.

To allow for a range of throughput ratios, we have developatievaluated dual-step
buffer-selection policies that combine LQ selection fotedimining the wavelength chan-
nel to transmit on with UC/MC buffer selection for deternmgiwhether to transmit a uni-
cast or multicast packet. We have demonstrated that thestieyalbuffer-selection policies
achieve a range of throughput ratios. The policies coverdhge from being fair in the
sense that unicast and multicast traffic experience appetely the same effective trans-
mitter throughput to being fair in the sense that unicast mdticast traffic experience
approximately the same effective receiver throughput.

There are several exciting and important avenues for futoré. One important direc-
tion is to consider the transmission of a mix of unicast andtinast traffic in conjunction
with non-uniform unbalanced traffic patterns. Anotheriagting direction for future work
is to examine the fairness issues arising when transmittimgix of unicast and multi-
cast traffic over different ring- network architectures;tsas networks with different node
structures, dual-fiber ring networks, meshed ring netwigs 44], or DWADM virtual
circle networks 45].
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