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Abstract—Streaming of continuous media over wireless links combine to make streaming over wireless links a notoriously
is a notoriously difficult problem. This is due to the stringent  difficult problem. For uninterrupted video playback the client
quality of service (QoS) requirements of continuous media 155 to decode and display a new video frame periodically;

and the unreliability of wireless links. We develop a streaming . . . .
protocol for the real-time delivery of prerecorded continuous typically every 40 ms with MPEG encoded video. If the client

media from (to) a central base station to (from) multiple wireless has not completely received a video frame by its playback
clients within a wireless cell. Our protocol prefetches parts of deadline, the client loses (a part or all of) the video frame
the ongoing continuous media streams into prefetch buffers in and suffers playback starvation. A small probability of play-
the clients (base station). Our protocol prefetches according to a back starvation (typically, 16—10-2) is required for good

join-the-shortest-queue (JSQ) policy. By exploiting rate adapta- . . . . . o
tion techniques of wireless data packet protocals, the JSQ policy perceived video quality. In addition to these stringent timing

dynamically allocates more transmission capacity to streams with and loss constraints, the video frame sizes (in byte) of the
small prefetched reserves. Our protocol uses channel probing to more efficient variable bit rate (VBR) encodings are highly

handle the location-dependent, time-varying, and bursty errors variable; typically with peak-to-mean ratios of 4-10 [4]. These
of wireless links. We evaluate our prefetching protocol through properties and requirements make the real-time streaming of

extensive simulations with VBR MPEG and H.263 encoded video id ket itched t K for th f
traces. Our simulations indicate that for bursty VBR video with VIGeo over packet-swiiched networks—even for the case o

an average rate of 64 kb/s and typical wireless communication Wire“ne networks—a ghallenging PrOb!em [_5]- The pro_blem
conditions our prefetching protocol achieves client starvation is even more challenging when streaming video over wireless

probabilities on the order of 10— and a bandwidth efficiency of |inks. Wireless links are typically highly error prone. They

90% with prefetch buffers of 128 kbytes. introduce a significant number of bit errors which may render
Index Terms—CDMA, channel probing, multimedia, a transmitted packet undecodable. The tight timing constraints

prefetching, prerecorded continuous media, rate adaptation, of real-time video streaming, however, allow only for limited

real-time streaming, wireless communication. retransmissions [6]. Moreover, the wireless link errors are
typically time-varying and bursty. An error burst (which may
|. INTRODUCTION persists for hundreds of milliseconds) may make the transmis-

UE TO THE larity of the World Wide Web. retrieval sion to the affected client temporarily impossible. All of these
D popuiarity ot the Vvor ! e’ €D, retrevals, ireless link properties combine to make the timely delivery of
from web servers are dominating today’s Internet. Whi

: : ) e video frames very challenging.
most of the retrieved objects today are textual and image ob- y ging

. . . ) . In this paper, we develop a high-performance streamin
jects, web-based streaming of continuous media, such as vi e pap b gnp 9

4 audio. b . inal lar Iti ted that Stocol for the real-time delivery of prerecorded continuous
and audio, becomes increasingly popuiar. 1t 1S expected thal i i5 oyer wireless links. Our protocol is equally well suited

. L 0
2003, continuous media will account for more than 50% of tq‘Sr streaming in the downlink (base station to clients) direction,

data available on the web servers [1]. This trend is reflectedég well as the uplink (clients to base station) direction. We

a re(_:ent §tudy [2], which found that the nur_nber _Of cont_muongcus in the following discussion on the downlink direction
media objects stored on web servers has tripled in the first ni link streaming is discussed in Section V-C). Our protocol

{nontrés of 199?' Attr:h? siamettlmzt\xers;s |ncr§a.T,|neg ths'ltre ows for immediate commencement of playback as well as
oward accessing the Internet and VWeb from WIreless moblle Qge, - instantaneous client interactions, such as pause/resume

vices. Analysts predict that there will be over one billion mObilgnd temporal jumps. Our protocol gives a constant perceptual
phone users by 2003 and more people will access the Inter%eetdia quality at the clients while achieving a very high band-

from wireless than wireline devices [3]. id - . 2
. ) . . th efficiency. Our protocol achieves this high performance
The stringent quality of service (QoS) requirements cﬁ" clency. Dur p v 's igh p

. . AN X > Dy exploiting two special properties pferecordedcontinuous
continuous media and the unreliability of wireless IIr]k?‘:nedia: 1) the client consumption rates over the duration of the
playback are known before the streaming commences and 2)
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reserves allow the clients to maintain a high perceptual medic Fhia i

quality when retrieving bursty VBR encoded streams. E
The prerecorded continuous media streams are prefetche u i P i)x

according to a specific join-the-shortest-queue (JSQ) policy, o L-EJ

which strives to balance the prefetched reserves in the wireles '

(and possibly mobile) clients within a wireless cell. The JSQ & ;-

prefetch policy exploits rate adaptation techniques of wireless | Wide Aren

data packet protocols [7]. The rate adaptation techniques allov [ erwork - -_ e

Cliert T

.'r

for the dynamic allocation of transmission capacities to the

ongoing wireless connections. In the code division multiple i Blicss: Seatioe
access (CDMA) IS-95 (Revision B) standard, for instance, the uff

rate adaptation is achieved by varying the number of codes (i.e.

the number of parallel channels) used for the transmissions -
to the individual clients. (The total number of code channels * !4 5&ves e

used for continuous media streaming in the wireless cell may

be constant.) The JSQ prefetch policy dynamically allocates

more transmission capacity to wireless clients with small

prefetched reserves while allocating less transmission capaéity 1. Architecture: A central base station streams prerecorded continuous
to the clients with large reserves. The ongoing streams Wlthlﬁnﬁd'a to wireless (and possibly mobile) clients within a wireless cell.
wireless cell collaborate through this lending and borrowing of

transmission capacities. Channel probing is used to judiciougljbvides streaming services to multiple wireless (and possibly
utilize the transmission capacities of the wireless links, whighobile) clients within a wireless cell. Let denote the number
typically experience location-dependent, time-varying, anst clients serviced by the base station. We assume for the pur-
bursty errors. Our extensive numerical studies indicate that thisse of this study that each client receives one stream; thus there
collaboration is highly effective in reducing playback starvatiogre.J streams in process. (Although some clients might receive
at the clients while achieving a high bandwidth efficiency. Fahe same stream, the phases (i.e., starting times) are typically
bursty VBR video with an average rate of 64 kb/s and typicaifferent.) The basic principle of our streaming protocol—ex-
wireless communication conditions our prefetching protoceloiting rate adaptation techniques for prefetching—can be
achieves client starvation probabilities on the order of40 applied to any type of wireless communication system with
and a bandwidth efficiency of 90% with client buffers of 12& siotted time division duplex (TDD) structure. The TDD
kbytes. Introducing a startup latency of 0.4 s reduces the cligfitucture provides alternating forward (base station to clients)
starvation probability to roughly 10 and backward (clients to base station) transmission slots.

This article is organized as follows. In Section I, we \We initially consider a multicode CDMA system. Such a
describe our architecture for the streaming of prerecordgglstem adapts rates for the synchronous transmissions in the
continuous media in the downlink direction. Our focus igorward direction by aggregating orthogonal code channels,
on multirate CDMA systems. In Section lll, we develop thehat is, by varying the number of code channels used for
components of our JSQ prefetching protocol. Importantltansmissions to the individual clients. The second generation
we introduce channel probing; a mechanism that handles HBMA 1S-95 (Rev. B) system [8] is an example of such a
location-dependent, time-varying, and bursty errors of wireleggstem; as is the third generation UMTS system [9] in TDD
environments. In Section IV, we evaluate our prefetching prenode. LetS denote the number of orthogonal codes used by
tocol both without and with channel probing through extensiv@e base station for transmitting the continuous media streams
simulations. In Section V, we discuss several extensions iof the clients. LetR(j),j = 1,..., J, denote the number
the prefetching protocol. We consider streaming with clief parallel channels supported by the radio front-end of client
interactions, such as pause/resume and temporal jumps. JN&he CDMA 1S-95 (Rev. B) standard provides up to eight
also consider the streaming of live content, such as the augdigrallel channels per client; in the TDD mode of UMTS up
and video feed from a sporting event. We outline how to usg 15 parallel code channels can be assigned to an individual
the prefetching protocol for prefetching in the uplink (clientglient. Let C' denote the data rate (in b/s) provided by one
to base station) direction. Moreover, we outline how to deplayDMA code channel in the forward direction.
the prefetching protocol in third generation CDMA systems Qur streaming protocol is suitable for any type of prere-
as well as TDMA and FDMA systems. We also discuss thedrded continuous media (an extension for live content is
deployment of the prefetching protocol on top of physicaleveloped in Section V-B). To fix ideas we focus on video
layer error control schemes. We discuss the related work dfteams. A key feature of our protocol is that it accommodates
Section VI and conclude in Section VII. any type of encoding; it accommodates constant bit rate (CBR)
and burstyVBR encodings as well as encodings with a fixed
frame rate (such as MPEG-1 and MPEG-4) and a variable
frame rate (such as H.263). For the transmission over the

Fig. 1 illustrates our architecture for continuous mediwireless links the video frames are packetized into fixed length
streaming in the downlink direction. A central base statiopackets. The packet size is set such that one CDMA code

Il. ARCHITECTURE
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channel accommodates exactly one packet in one forward shaftclient j. Suppose that framg(;) is to be removed from the
thus the base station can transifiipackets on the orthogonalprefetch buffer of clienf at a particular instantin time. The base
code channels in a forward slot. station tracks the prefetch buffer contents by updating

. .LetN(j), ji=1, PR J, denote the length of wdep stream b(j) — [b(j) — a?e(j)(j)]+ (1)
Jjinframes. Lete,,(j) denote the number of packets in thih

frame of video streamj. Note that for a CBR encoded videoand +
streamyj the z,,(j)s are identical. Let,(j) denote the interar- p(j) — [p() — tocy ()] 2

rival time between thesth frame and then + 1)th frame of \here[z]* = max(0, z). Note that the client suffers playback
video streamy in seconds. Frame is displayed for a frame starvation whei(j) —ze(;(j) < 0, thatis, when the frame that
period oft,,(j) seconds on the client's screen. For a consta@tsupposed to be removed is not in the prefetch buffer. To ensure
frame rate encoding the frame peridgg;) are identical. Be- proper synchronization between the clients and the base station
cause the video streams are prerecorded the sequence ofnifpractical systems, each client sends periodically (every few

tegers(w1(j), #2(7), ..., @n(;(7)) and the sequence of reals|ots, say) an update of its buffer contents (along with a regular
numberst, (7), t2(7); .- ., tn(;) (7)) arefully knownwhenthe acknowledgment) to the base station. These buffer updates are
streaming commences. used at the base station to re-validate (and possibly correct) the

When a client requests a specific video the base station reIsm;iamesb(.) andp(-).
the request to the appropriate origin server or proxy server. If the
request passes the admission tests the origin/proxy server im- IIl. COMPONENTS OFPREFETCHPROTOCOL
mediately begins to stream the video via the base station to the . . .
client. Our focus in this article is on the streaming from the baseFor each forwafd slot the base. station must decide which
station over the wireless link to the client. The streaming fro gket_s to transmit from th‘é.'; ongoing streams. The prefet_ch
the origin/proxy server to the base station is beyond the Sc(%%llcy is the rule that determines which packets are transmitted.

of this article. We assume for the purpose of this study that Qe m;\xilmu_;ns n_:_";nbfé of pa;:keths th?t can_be trarl;srlnitted 'r? a
video is delivered to the base station in a timely fashion. Up frward siot isS. The Q prefetch policy strives to balance the

granting the client's request the base station immediately co ngths of the prefetched video segments across all of the clients

mences streaming the video to the client. The packets arrivingsg{\_/'ced by the base station. The basic idea is to dynamically

the client are placed in the client’s prefetch buffer. The video fSSign more codes (and thus transmit more packets in parall'el)
displayed on the client's monitor as soon as a few frames hig clients that have only a small reserve of prefetched video in

(S TR
arrived at the client. Under normal circumstances the client d -e'r prefetch _buff_ers. The JSQ prefe_tch po!lcy is inspired by the
plays framer of video streany for £,,(j) seconds, then removesear“eSt deadline first (EDF) scheduling policy. The EDF sched-

framen + 1 from its prefetch buffer, decodes it, and displays Hling .policy Is k”PW” to_b_e optimal .among.thr-; cIa;s of nonpre-
for ¢, (j) seconds. If at one of these epochs there is no coff! ptive scheduling policies for a single wireline link [11]. It is

plete frame in the prefetch buffer the client suffers playback std __ereforﬁ nat\l/Jvr_arIl tgsbase t?e pr:_efetchh pt? licy on t.h € EDIF SChid'
vation and loses the current frame. The client will try to conce%”'ng policy. Wit Q prefetching the base station selects the

the missing encoding information by applying error concegpacket with the earliest playback deadline for transmission. In

ment techniques [10]. At the subsequent epoch the client v\ﬁﬁher words, the base station transmits the next packet to the
playout queue with the shortest segment of prefetched video

attempt to display the next frame of the video. (B? the shortest queue)
In our protocol the base station keeps track of the contents In order to simplify the discussion and highlight the main

tlhe' ?re?tgzggletfézahnﬁg Gl;re (r;ft Sp.az?(g?sr?ntmz [earr]:fb e(?cpﬁ kgu:ff or &ﬁints of our approach we first introduce a basic prefetch policy.
Lo is basic prefetch policy assumes that all clients 1) support

clienty. Furthermore, let(y5), s = 1, ..., J, denote the length o
of the prefetched video segment in the prefetch buffer of clieﬂi’?lr"j‘”eI channels and 2) have infinite prefetch buffer space. We

j in seconds. The countets;) andp(;) are updated 1) when shall address these two restrictions in a refined prefetch policy.

the clientj acknowledges the reception of sent packets and'%éso’ we initially exclude client interactions, such as pause/re-
y sume and temporal jumps; these are discussed in Section V-A.

when a frame is removed, decoded, and displayed at glient
First, consider_ the update when packets are acknowledggd.ggic JSQ Prefetch Policy

For the sake of illustration suppose that the(j) packets of o _

framen of stream; have been sent to cliegitduring the just ~ L€t#(7); 7 =1, ..., J, denote the length of the video seg-

expired forward slot. Suppose that ai},(j) packets are ac- mgnt. (in secqnds c_)f video run time) that is scheduled for.trans—

knowledged during the subsequent backward slot. When fpussion to clientj in th.e current forward slot. The following

last of thex,,(j) acknowledgments arrives at the base statiopcheduling procedure is executed for every forward slot. At the

the counters are updated by settirig) — b(5) + n(5), and beginning of the scheduling procedurelj)s are initialized to

p(5) — p(G) + taly). zero. The base station determines the cljgnith the smallest
Next, consider the update of the counters when a framelg/) +#(7) (ties are broken arbitrarily). The base station sched-

removed from the prefetch buffer, decoded, and displayed A4S One packet for transmission (by assigning a code to it) and

the client. Given the sequeneg(j), n = 1, ..., N, and the Incrementsz(j*):

starting time of the video playback at the client the base station A5*) = 2(5*) +

keeps track of the removal of frames from the prefetch buffer N \J

o (i) (J")
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whereo(j*) is the frame (number) of streayi that is carried than the buffer variables. Also, if the buffer content is larger
(partially) by the scheduled packet. (Although the length of thiban the buffer variables, then typically by a small margin. Now,
prefetched video segment grows in increments, 0f ) seconds whenever the actual buffer content at a cligritappens to be
whenever the transmission of thg(;) packets carrying frame larger than the corresponding buffer variabtég) and p(j),

n of streamj is completed; for simplicity we account for par_then the buffer content and the buffer variables are reconciled
tially transmitted frames by incrementing the prefetched seghen either one of the following three events happens. i) The
ment byt,,(j)/x.(5) for each transmitted packet. This approacﬁackets th_at were consi_dered lost by the t_Jase station (but ac-
is further justified by error concealment techniques that can d&lly received by the client) are re-transmitted (as part of the
code partial frames [10].) The base station repeats this procedi@@ular JSQ schedule) and their acknowledgments arrive at the
S times, that is, until the available codes are used up. At eachase station. (The cllgnt acknowledges all successfully r_ecelveq
iteration the base station determines ftiewith the smallest packets, and then discards packets that are received in dupli-

p(j) + #(j), schedules one packet for cliefttand increments cate.) ii) The frame (of which packets are considered lost at the
7(:7.*) ) ) base station) is consumed (before a re-transmission could take

i , , place). In this case, (1) and (2) set the buffer variables to zero.
Throughout this scheduling procedure the base station skifgs client empties its prefetch buffer and decodes the part (if

packets from a frame that would miss its playback deadline gy of the frame that it received. iii) A buffer update message
the client. [Specifically, if framé(;) is to be removed before i e the base station the actual client buffer content. We finally
the end of the upcoming forward slot ang{fj) < te(;)(J), the e that in our performance evaluation in Section IV the losses
base station skips frant;) and prefetches for fram{j +1).  4re counted based on the buffer variahi#) andb(s) at the
Moreover, framéf(;) is skipped ifb(j) + & - K(j) < z6(;y(J),  pase station. Thus, our performance results are on the conserva-
wherek is the number of forward slots before frarigj) is e side.
removed.] We note thatifR(;j) > Sforallj, j =1, ..., J,itisnotnec-
During the subsequent backward slot the base station waitssary to signal the assigned codes to the clients as each client is
for the acknowledgments from the clients. (Typical hardwaksapable of monitoring all of thé orthogonal channels. In case
configurations of wireless communication systems allow there are some clients witR(;j) < S, the code assignment
clients to acknowledge the packets received in a forward slotlist be signaled to these clients, this could be done in a sig-
the TDD timing structure, immediately in the following backnaling time slot (right before the forward slot) on a common sig-
ward slot [12].) If all packets sent to cliefitare acknowledged naling channel, e.g., the network access and connection channel
by the end of the backward slot we g&t) — p(j) + 2(j). (NACCH) of the integrated broadband mobile system (IBMS)
If some of the acknowledgments for a stregrare missing at [13].
the end of the backward slgt(;) is left unchanged. Atthe end  With prefetching it is possible that aN () frames of video
of the backward slot the scheduling procedure starts over. Tdteeam; have been prefetched into the client’s prefetch buffer
z(j)s are reinitialized to zero and the base station schedulgs not all frames have been displayed. When a stream reaches
packets for the clients with the smallegt) + =(7). this state we no longer consider it in the above JSQ policy. From
Note that the acknowledgment procedure outlined above cdhe base station’s perspective itis as if the stream has terminated.
siders all of the packets sent to a client in a forward slot as lost
when one (or more) of the packets (or acknowledgments) is loBt. Refined JSQ Prefetch Policy

We adopt this procedure for simplicity and to be conservative. |, ihis section we discuss important refinements of the

A refined approach would be to sglectively account for the aﬁSQ prefetch policy. These refinements limit 1) the number
knowledged packets. However, this would lead to “gaps” in t ackets, that are sent (in parallel) to a client in a forward

prefetched video segments that take some effort to keep U, and 2) the number of packets that a client may have in its
of. We also note that because of the bursty error characteris-;

tics of wireless links typically either all or none of the packeterEfetCh buffer.‘Suppose that the clieity = 1, - J, sup-
sent to a client in a forward slot are lost. Also, since the a ort at mOStR(.]) paraII‘eI channels, and ‘ha\./e limited prefetch
knowledgment can be sent with a large amount of forward errd¢er” capacities of3(j) packets. Let(y), j = 1,..., J,
correction, the probability of losing an acknowledgment is ty _enote_ the number of packets scheduled for cligmh the
ically small. Nevertheless, we point out the implications of thsPcoming forward slot. Recall tha(;) is the current number
conservative acknowledgment procedure. Note that the bufffrPackets in the prefetch buffer of cliept The refinements
variablesb(j) and p(j) maintained at the base station are thwork as follows. Suppose that the _base sta_tlon is considering
basis for the JSQ scheduling. It is therefore important that tRgheduling a packet for transmission to cligiit The base
buffer variables(;) andp(;) correctly reflect the actual buffer Station schedules the packet only if

contents at clienf. Our conservative acknowledgment proce-

dure clearly ensures that the actual buffer content at cjiést (") SRG") -1 ©)
always larger than or equal to the buffer varialiigd andp(;j). and
Note that only 1) sporadic packet losses (i.e., loss of a subset of b(j*) < B(5*) — 1. (4)

the packets sentto a clientin a slot), or 2) the loss of an acknowl-

edgment (of a packet that was correctly received) can cause lfrgne of these conditions is violated, that is, if the packet would
actual buffer content to be larger than the corresponding buffatceed the number of parallel channels of cligndr the packet
variables. As pointed out above these two events are rather weuld overflow the prefetch buffer of client’, the base sta-
likely, therefore the actual buffer content is typically not largetion removes connectigif from consideration. The base station
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next finds a new;* that minimizesp(5) + =(3). If (3) and (4) our simulations we consider a generic wireless communication
hold for the new clien§*, we schedule the packet, updatg*) system with Time Division Duplex. We assume throughout that
andr(j*), and continue the procedure of transmitting packets tbe base station allocatés = 15 channels (e.g., orthogonal

the clients that minimize(j) + z(7). Whenever one of the con- codes in CDMA or time slots in TDMA) to continuous media
ditions (3) or (4) (or both) is violated we skip the correspondingtreaming. We assume that each channel provides a data rate of
client and find a newj*. This procedure stops when we hav&” = 64 kb/s in the forward (downlink) direction. Throughout
either 1) scheduled packets, or 2) skipped over allstreams. we consider scenarios where dlclients have the same buffer
The JSQ scheduling algorithm can be efficiently implementedpacity of B packets and support the same number of parallel

with a sorted list [using(;) as the sorting key]. channels?,i.e.,B(j) = BandR(j) = Rforallj =1, ..., J.
We evaluate our streaming protocol for three different encod-
C. Channel Probing ings of video streams: i) video streams encoded at a CBR and

constant frame rate; ii) video streams encoded at a VBR and

designed to improve the performance of the purely JSQ bas 8°”Sta”t frame rate (e.g., MPEG-1 encodings); and iii) video

prefetch protocol. Note that the prefetch protacol introducel€ams encoded at a variable frame rate and a variable bit rate

in the previous section does not directly take the physic@ﬂ'g"H'ZGS encodings). Inthe CBR scenario we assume a video

characteristics of the wireless channels into consideration. THEEam with a frame rate of 25 frames/s and a bit rate (including
JSQ transmission schedule is based exclusively on the prefd@gket headers and padding)rof 64 kb/s.

buffer contents at the clients (and the consumption rates of O the VBR MPEG scenario we generated 10 pseudotraces
the video streams). Wireless channels, however, typica scaling MPEG-1 traces obtained from the public domain
experience location-dependent, time-varying, and bursty errd&S]-{18] to an average rate &f= 64 kb/s. The traces have a
that is, periods of adverse transmission conditions during whifiked frame rate of 25 frames/s and are 40 000 frames long. The
all packets sent to a particular client are lost. Especially detflenerated pseudotraces are highly bursty with peak-to-mean ra-
mental to the prefetch protocol’s performance are the persisté@s in the range from 7 to 18; see [19] for details. For the H.263
bad channels of long-term shadowing that is caused by terragenario we generated ten H.263 encodings with an average rate
configuration or obstacles. Long-term shadowing typicallgf 7 = 64 kb/s and one hour length each. The frame periods of
persists for hundreds of milliseconds, even up to seconds [1#le encodings are variable; they are multiples of the reference
To see the need for the channel probing refinement considierme period of 40 ms. The H.263 encodings have peak-to-mean
a scenario where one of the clients experiences a persistetios in the range from 5 to 8; see [4] for details.

burst error on its wireless link to the base station. The burstFor each of the/ ongoing streams in the wireless cell we
error cuts the client off from the base station and the cliepindomly select one of the MPEG (H.263) traces. We generate
continues video playback from its prefetched reserve. As {gndom starting phaséX;), j = 1, ..., J, into the selected
prefetched reserve decreases the JSQ prefetch policy alloc@t@ses. Thed(j)s are independent and uniformly distributed
larger and larger transmission capacities to the affected cliegfer the lengths of the selected traces. The fratg is

The excessive transmission resources expended on the affegiegbyed from the prefetch buffer of clieptat the end of
client, however, reduce the transmissions to the other cliegts first frame period. All clients start with empty prefetch

in the wireless cell. As a result the prefetched reserves of gll¢ers. Furthermore. we generate random stream lengths

the other clients in the wireless cell are reduced. This mak j).j = 1,...,J. The N(j)s are independent and are

In this section we introduce a channel probing refinemeft

rawn from an exponential distribution with meaf- frames

ba$' Cf*.‘a[‘h’?e" Emta” the Othef ctlle(r;ts astr\]/vellh—morle I'kzl.y' corresponding to a video runtime @f seconds). (We chose
10 hixthis shortcoming we introduce the channel probing reg, exponential distribution because it has been found to be a
finement, which is inspired by recent work on channel probi

n o . :
for power saving [15]. The basic idea is to starobing the good model for stream lifetimes. We discuss the impact of the

channel (client) when acknowledgment(s) are missing at the e%[gfa.‘m. I|fet|m§ on the prefetc_:h_ protocol performance in more
of a backward slot. While probing the channel the base statigﬁ ail in Sec_tlon I\_/'B') We_ |n|t|‘ally assume that the client
sends at most one packet (probing packet) per forward Slotct%nsumes‘ without interruptioV () frames, s_tartlng at frame
the affected client. The probing continues until an acknowledgympem@ ) of the selected trace. The trace is wrapped around
ment for a probing packet is received. More specifically, if thik #(J) + V(j) extends beyond the end of the trace. When the
acknowledgment for at least one packet sent to cliénta for- Y J)th frame is removgd frqm the.prefetch buffer of chgmt_
ward slot is missing at the end of the subsequent backward sig assume that the client immediately requests a new video
we setR(j) = 1. This allows the JSQ algorithm to schedule atream. For the new video stream we again randomly select one
most one packet (probing packet) for cligrih the next forward Of the traces, a new independent random starting ptigse
slot. If the acknowledgment for the probing packet is returne@to the trace, and a new independent random stream lifetime
by the end of the next backward slot, we #&tj) back to its N (j). Thus there are alway streams in progress.
original value; otherwise we continue probing wiif;) = 1. In simulating the wireless links we follow the well-known
Gilbert—Elliot model [20], [21]. We simulate each wireless
link [consisting of up toR(j) parallel code channels] as an
independent discrete-time Markov Chain with two states:
In this section we describe the simulations of our protoctfjood” and “bad.” (The two state model is a useful and accu-
for continuous media streaming in wireless environments. tate wireless channel characterization for the design of higher

IV. SIMULATION OF PREFETCHPROTOCOL
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layer protocols [22]-[24]. It may be obtained from a more 358 et e s

complex channel model, which may incorporate adaptive error

]
A .
S
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T T

control techniques (see Section V-E), using weak lumpability §

or stochastic bounding techniques [25].) We assume that all % L0

parallel code channels of a wireless link (to a particular client) £

are either in the good state or the bad state. The Gilbert—Elliot % 144

channel model is typically characterized by 1) the steady-state £ g¢|...| client

probability of being in the good state, denoted hy, (m; = is e

denotes the steady-state probability of being in the bad state), <€ :

and 2) the average sojourn time in the bad channel state, = ° 0 T 3 3 .

denoted byn,,q. For a flat fading channel the Gilbert—Elliot time [sec] >

model parameters can be expressed analytically in terms of the
Rayleigh fading parameters [26]. Withdenoting the ratio of Fig.2. Sample path plot: Prefetch buffer contents (in kbytes) of 3 clients as a
the Rayleigh fading envelope to the local root-mean-squdp8ction of time: Client 1 starts over.

level, the steady-state probability of being in the good state is ng,g

given byw, = e (andm, =1 — e—f’z). We conservatively
assume a fade margin of 10 dB (i.e.,= — 10 dB) of the
client’s radio front end (even 20 dB may be assumed [27]). This
gives the steady-state probabiliteg = 0.99 andn, = 0.01,
which are typical for burst-error wireless links [28]. These
steady-state probabilities are used throughout our simulations.
The average sojourn time in the bad channel state, that is, the
average time period for which the received signal is below a
specified level, is given by,.q = (¢ — 1)/(v/2xpf). Here,

f denotes the maximum Doppler frequency givenfby /), 0
where v denotes the speed of the wireless terminal and

denotes the carrier wavelength. A UMTS system carrier Wavlgé. 3. Sample path plot: Prefetch buffer contents (in kbytes) of 3 clients as a
length of A = 0.159 m (corresponding to a carrier frequency ofunction of time: Client 1 experiences a bad channel.

1.885 GHz) and a typical client speed:of= 0.2 m/s suggest

Thad = 32 MS. However, we chose a largey,q of one second probability P, using the method of batch means [30]. We run
for most of our simulations. We did this for two reasons. Firsthe simulations until the 90% confidence intervalf., is less

to account for the detrimental effects of long term shadowinthan 10% of its point estimate.

which may persist for hundreds of milliseconds even up to sec-Unless stated otherwise, all the following experiments are
onds, as well as Rayleigh fading. Secondly, we observed in @gnducted for the streaming of VBR MPEG video to clients with
simulations (see Section IV-B) that our prefetch protocol givesbuffer capacity oB = 32 kbytes and support fok = 15 par-
slightly larger client starvation probabilities for largeg.q. allel channels. The average lifetime of the video streams is set
Thus, a larger,,q gives conservative performance results. W& 7' = 10 minutes unless stated otherwise. Throughout, the
set the channel error probabilities such that all the packets sbate station has a total 6f= 15 channels available for video

to a client in a slot are lost with probabilith’ = 0.05 in the streaming.

good channel state, and with probabilif = 1 in the bad

channel state. We assume that acknowledgments are neverAesBimulation of Refined Prefetch Protocol
in the simulations. Without Channel Probing

For our quantitative evaluation of the JSQ prefetch protocol Figs. 2 and 3 show typical sample path plots from the sim-
we define two key measures of the performance of a streami@tions. In this experiment we simulate the streaming of VBR
protocol. We define the bandwidth efficiengyof a wireless MPEG-1 videos to clients with a buffer capacity Bf = 32
streaming protocol as the sum of the average rates of the stre@fiiges. The figure shows the prefetch buffer contents of three
supported by the base station divided by the total available efients in kbytes. The plots illustrate the collaborative nature of
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fective transmission capacity of the base station, i.e., the JSQ prefetch policy in conjunction with the rate adaptation
J.7 of the wireless communication system. We observe from Fig. 2

£= 7 5 : . that at timet = 5.1 s the buffer content of client 1 drops to zero.
[Wg A=) 4w (-8 )] ¢ min(R - J, 5) This is because the video stream of client 1 ends at this time;

We define the client starvation probabilif..s as the long the client selects a new video stream and starts over with an
run fraction of encoding information (packets) that misses isnpty prefetch buffer. Note that already at titne 1.0 second
playback deadline at the clients. We conservatively consider all frames of the “old” video stream have been prefetched into
x,(-) packets of frame: as deadline misses when at least orihe client’s buffer and the client continued to consume frames
of the frame’s packets misses its playback deadline. We wamithout receiving any transmissions. When the client starts over
up each simulation for a period determined with the Schrubemth an empty prefetch buffer, the JSQ prefetch policy gives pri-
test [29] and obtain confidence intervals on the client starvatiamity to this client and quickly fills its prefetch buffer. While the
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prefetch buffer of client 1 is being filled, the JSQ prefetch policy
reduces the transmissions to the other clients; they “live off”
their prefetched reserves until client 1 catches up with them. No-
tice that the buffer of client 1 is then filled faster than the buffers
of clients 2 and 3. This is because the JSQ prefetch policy strives
to balance the lengths of the prefetched video segments (in sec-
onds of video runtime) in the clients’ buffers; clients 2 and 3 00001k - -
just happen to have video segments with lower bit rates in their ae
buffers in the time period from 5.8 st0 6.4 s. [
Notice from Fig. 3 that at timé = 0.4 s the buffer occu- s 0 " >0 Y 20
pancy of client 1 drops. This is because this client experiences Thad [seC] e
a bad channel that persists for 2.1 s (a rather long period chosen
for illustration, in our numerical work we set the average S®ig. 4. Client starvation probabiliti,... as a function of the average sojourn
joum time in the bad channel state to 1 S), that is, the C|ieli'rme_in the_“bad" channel state for pr_efetching of VBR video without channel
is temporarily cut off from the base station. The prefetched r%l‘_oblng,Wlth channel probing, and with perfect knowledge of the channel state.
serves allow the client to continue playback during this period.
As the prefetched reserves of client 1 dwindle the JSQ prefetghp between prefetching with channel probing and prefetching
policy allocates larger transmission capacities to it. This, howithout channel probing, however, increases dramatically. For
ever, cuts down on the transmissions to the other clients, causifg; = 350 ms and larger the client starvation probability
their prefetched reserves to dwindle as well. This degrades tfeprefetching with channel probing is over one order of
performance of the streaming protocol as smaller prefetchegnitude smaller than the client starvation probability of
reserves make client starvation more likely. The JSQ prefetptefetching without channel probing. We also observe that the
policy tends to waste transmission resources on clients that ekent starvation probabilities achieved by our simple channel
perience a bad channel. Adverse transmission conditions to jugibing scheme are only slightly above the client starvation
one client can decrease the prefetched reserves of all clientpiobabilities achieved with perfect knowledge of the channel
the wireless cell. For this reason we have introduced the chansiglte. This indicates that more sophisticated channel probing
probing refinement in Section I1I-C. In the next section, we corschemes could achieve only small reductions of the client
duct a detailed quantitative evaluation of the JSQ prefetch pstarvation probability. A more sophisticated channel probing
tocol with channel probing. scheme could probe with multiple packets per slot when the
affected client has a small prefetched reserve and with one
packet everycth slot,k > 1, for clients with a large prefetched
reserve. We also note that reducing the slot length of the TDD
would make channel probing more effective at the expense of
To evaluate the performance of the simple channel probiitgreased overhead; inspired by the UMTS standard [9] we
scheme introduced in Section I1lI-C, we compare it with aused a short fixed TDD slot length of 12 ms throughout. We
ideal scenario where the base station has perfect knowledgseff the average sojourn time in the “bad” channel state to one
the states of the wireless channels. In the perfect knowledggcond for all the following experiments.
scenario, the base station schedules packets only for clients iffig. 5 shows the client starvation probabili, as a func-
the good channel state. The base station does not scheduletemmyof the maximum number of parallel channélisthat can
packet (not even a probing packet) for clients experiencingoa assigned to an individual client. The figure gives results for
bad channel. (Note that in this perfect knowledge scenario 38Q prefetching without channel probing, with channel probing,
packets are lost due to a bad channel; however, packets thateare with perfect knowledge of the channel state. We observe
sent to clients with a good channel are lost with probabilityom Fig. 5 that for all three approachds,.s drops by over one
P?) order of magnitude a& increases from one to two, allowing for
Fig. 4 shows the client starvation probabilif,.. without collaborative prefetching through the lending and borrowing of
channel probing, with channel probing, and with perfecthannels. Now consider prefetching with= 13 clients. For
knowledge of the channel state as a function of the averggefetching with channel probing and with perfect knowledge
sojourn time in the “bad” channel state. For this experimenf the channel statef’..s drops steadily ast increases. For
the number of clients is fixed at = 13 (and 12 respectively). prefetching without channel probing, howevey,, increases
We observe from the figure that over a wide range of chanr&s /2 grows larger than two, that is, allowing for more exten-
conditions, channel probing is highly effective in reducingive lending and borrowing of channels is detrimental to perfor-
the probability of client starvation. For fast varying channelgance in this scenario.
with an average sojourn time of,,a = 12 ms in the bad This is because JSQ prefetching without channel probing
channel state, prefetching with our simple channel probirignds to waste transmission channels on a client experiencing
scheme gives a loss probability #f... = 5.5 - 10~%, while a persistent bad channel. This reduces the prefetched reserves
prefetching without channel probing givé.., = 1.1-10~2 of all clients in the cell, thus increasing the likelihood of client
(for J = 13). As 11,aq increases the client starvation probabilitystarvation. The larger the number of parallel chanelghat
for prefetching with channel probing increases only slightly; thean be assigned to an individual client, the larger this waste

|| 3=13 no probing X
: I=13 probing  — |
" 7J=13 perfect know -~~~ ‘
|| I=12probing -8 |
=12 perfect know ===

le-05

B. Simulation of Refined Prefetch Protocol With
Channel Probing
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Fig. 5. Client starvation probability”..; as a function of the maximum Fig. 7. Client starvation probability’,.; as a function of the client buffer
number of channel® per client for prefetching of VBR video without channel capacityB for VBR video.
probing, with channel probing, and with perfect knowledge of the channel state.
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Fig. 8. Client starvation probability?,s; as a function of the bandwidth
Fig. 6. Client starvation probabilitP.ss as a function of the bandwidth efficiency (obtained by varying the number of clientj for B = 32 kbytes
efficiency¢ (obtained by varying the number of client$ for VBR video and  for VBR MPEG-1, CBR, and H.263 video.
prefetch bufferB = 32 kByte.

the bandwidth efficiency to less than 0.9, say, is highly effec-
of transmission channels (resulting in a larg@r.;). Now tive in ensuring small client starvation probabilities. We note,
consider prefetching withy = 7 clients. P,.ss drops both for however, that more research is needed on admission control for
prefetching without and with channel probing BAsincreases streaming in wireless environments.
to nine. AsR grows larger than nine, howevd?,.., increases  Fig. 7 shows the client starvation probabilify,; as a func-
for prefetching without channel probing. This is because tion of the client buffer capacity3. The results demonstrate
this low load scenario a client experiencing a bad chanrtbe dramatic improvement in performance that comes from
may occupy nine out of the 15 available channels withoptefetching. ForJ = 13 ongoing VBR streams the client
doing much harm to the prefetched reserves of the other starvation probability drops by over two orders of magnitude
clients. (The noise level, however, is unnecessarily increaseak)the client buffers increase from 8 kbytes to 128 kbytes. (A
As R grows larger than nine, however, a client experiencingtauffer of 128 kbytes can hold on average 16-s segments of the
persistent bad channel tends to reduce the prefetched resex®BR videos with an average rate Bf= 64 kb/s.) With client
of the other clients. Another important observation from Fig. buffers of B = 128 kbytes and/ = 13 ongoing streams our
is that already a low-cost client with support for a few parallgirefetch protocol achieves a client starvation probability of less
channels allows for effective prefetching. than 10* and a bandwidth efficiency of 90%! Our protocol

Fig. 6 shows the client starvation probabil#.. as a func- achieves this remarkable performance for the streaming of

tion of the bandwidth efficiency¥. The plots are obtained by bursty VBR videos with a typical peak-to-mean ratio of the
varying the number of clientg. Noteworthy is again the effec- frame sizes of ten. In the long run, each wireless link is in the
tiveness of the simple channel probing scheme. The client stdyvad” state (where all packets are lost) for one percent of the
vation probabilityP,..; achieved with channel probing is i) gen-time; the average sojourn time in the “bad” state is 1 s.
erally over one order of magnitude smaller than without channelFig. 8 shows the client starvation probabilify..; as a
probing, and ii) only slightly larger than with perfect knowledgéunction of the bandwidth efficiency¢ for the streaming of
of the channel state. Throughout the remainder of this article WBR MPEG-1 video, CBR video, and H.263 video. The
use prefetching with channel probing. Importantly, the results prefetch buffer is fixed aB = 32 kbytes in this experiment.
Fig. 6 indicate that a crude admission control criterion that limitsig. 9 shows the client starvation probabilis; as a function
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T 0.01 o TABLE I
CLIENT STARVATION PROBABILITY Pj.ss AS A FUNCTION OF THE START-UP
LATENCY FORVBR VIDEO
3 start—up lat. [msec] | O | 40 | 80 | 120 | 400
Rl NSRS SO . W S Piogs [107°] 77]50]36[22]07
VBR MPEG-1 —&— ‘x\x
CBR e AN random stream lifetimes from an exponential distribution and
H.263 -+ * “%,1% start up a new stream immediately after an ongoing stream has
0.0001 . . * terminated. With this approach the starting times of the stream
0.09 0.9 9. 96 collude only infrequently. We believe that this is an appropriate

6
B [kBytes] > model for an on-demand streaming service.

Fig. 9. Client starvation probability’.s. as a function of the client buffer We observed in our simulations that losses typically occur
capacityB for J = 13 streams of VBR MPEG-1, CBR, and H.263 video.  right at the beginning of the video playback when the client has
no prefetched reserves. This motivates us to introduce a short
TABLE | startup latency allowing the client to prefetch into its prefetched
CLIENT STARVATION PROBABILITY Pjoss AS A FUNCTION OF THEAVERAGE buffer for a short period of time without removing and dis-
STREAM LIFETIME T" FORVBR VIDEO playing video frames. Table Il gives the client starvation prob-

T [sec] 101 50 | 100 | 600 | 1200 ability Pss as a function of the startup latency fér= 13 on-

P 107445 (73| 46 | 44 | 21 going VBR streams and client buffers 8f = 128 kbytes. We
observe from Table Il that very short startup latencies reduce
the client starvation probability significantly; a startup latency
of the client buffer capacityd for the streaming o/ = 13  of 400 ms , for instance, reduces the client starvation proba-
streams of VBR MPEG-1 video, CBR video, and H.263 videgjlity by roughly one order of magnitude. With a startup latency
We observe from the plots that H.263 video gives generaljf 400 ms the client prefetches for 400 ms without removing
smaller client starvation probabilities than VBR MPEG-Yjdeo frames from its prefetch buffer; the first frame is removed
video. This is primarily because H.263 video has for a givegnq displayed at time 400 mist,;)(j), wheret,(; (5) denotes

average bit rate, larger frame sizes(j) and correspondingly the frame period of the first frame of the video stream.
larger frame periods, () than MPEG video [4]. For H.263

video the prefetch protocol has therefore more freedom in V. EXTENSIONS OFPREFETCHPROTOCOL
scheduling the frames’ packets, resulting in smaller client
starvation probabilities. Moreover, the used H.263 traces dte
less variable than the VBR MPEG-1 traces. We also observen this section, we adapt our streaming protocol to allow for
from the plots that CBR video gives smaller client starvatioclient interactions, such as pause/resume and temporal jumps.
probabilities than the very variable VBR MPEG-1 video. Suppose that the user for strearmpauses the video. Upon re-
Table | gives the client starvation probabilify,.; as a func- ceiving notification of the action, the base station can simply
tion of the average stream lifetinfefor the streaming of VBR remove streanj from consideration until it receives a resume
MPEG-1 video toJ = 13 clients each with a buffer capacitymessage from the client. While the client is in the paused state,
of B = 64 kbytes. Our prefetching protocol performs veryt's prefetch buffer contents remain unchanged; a slightly more
well for stream lifetimes on the order of minutes or longer. Faomplex policy would be to fill the corresponding buffer once
stream lifetimes shorter than one minutg,, increases con- all the other (“unpaused”) client buffers are full or reach a pre-
siderably as the lifetime decreases. This is because stream Kfgecified level.
times this short allow for very little time to build up prefetched Suppose that the user for stregmakes a temporal jump of
reserves. Even for an average stream lifetimég’o= 10 s, 6 frames (corresponding t3 seconds of video runtime) into
however, prefetching reduces the client’s starvation probabilittye future. Ifts < p(j) we discards frames from the head of
from 2.8 - 102 without any prefetching tel.5 - 102 with the prefetch buffer and setj) < p(j) — ts; b(j) is adjusted
prefetching. We note that (given a fixed mean) the distributiaaccordingly. Ifts > p(5) we setp(j) «— 0 andb(j) «— 0 and
of the stream lifetime has typically little impact on the perfordiscard the prefetch buffer contents. Finally, suppose that the
mance of the prefetch protocol. Itis important, however, that thuser for stream makes a backward temporal jump. In this case
starting times of the streams do not collude too frequently. Thige setp(j) — 0 andb(j) — 0 and discard the prefetch buffer
is because the JSQ policy allocates more transmission resoumagents.
to a new stream (with an empty prefetch buffer) to quickly build In terms of performance, pauses actually improve perfor-
up its prefetched reserve (see Fig. 2 for an illustration whemeance because the video streams that remain active have
the new stream’s reserve is build up in less than one second)nkire transmission capacity to share. Frequent temporal jumps,
several streams start at the same time it takes longer to buildhgwever, can degrade performance because prefetch buffers
their reserves. The longer build-up period makes losses mareuld be frequently set to zero. We now give some simulation
likely. This is because streams without sufficient reserves aesults for client interactions. In our simulations we consider
more vulnerable to playback starvation due to wireless link faibnly forward and backward temporal jumps and ignore pauses
ures (or bursts in the video traffic). In our simulations we dralecause pauses can only improve performance. We furthermore

Client Interactions
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TABLE I TABLE IV
CLIENT STARVATION PROBABILITY Poss AS A FUNCTION OF THE AVERAGE CLIENT STARVATION PROBABILITY Pross AS A FUNCTION OF THE PREFETCH
SPACING D BETWEEN CLIENT INTERACTIONS FORVBR VIDEO DELAY BUDGET P(j) FOR THE STREAMING OF LIVE VBR MPEG-1 VIDEO
D fsec] 10 | 50 | 100 | 250 | 500 | 1000 } 5000 P(j) [sec] |0.04 ] 00802404 10]20] 40 | oo
Ploss [107%] [ 586 [ 214 | 67 [ 9.0 [ 7.5 [ 3.6 | 32 Poss [10-°] ] 17.8 | 155 | 123 [ 9.4 [ 59 | 1.9 ] 0.56 | 0.46

assume thats > p(j) for all forward temporal jumps. Thus, prefetch delay budget. Specifically, when considering a packet
the prefetch buffer is set to zero whenever the correspondifog transmission to client* the base station verifies whether
user invokes such an interaction. Our results give therefore toiin ()
a conservative estimate of the actual performance. In our p(i*) < P(§*) — "(’—)*
simulations, we assume that each user performs temporal () (")
jumps repeatedly, with the time between two successive jumphieres (;j*) is the frame (number) of streajh that is (partially)
being exponentially distributed with med@hseconds. Table lll carried by the considered packet. This constraint ensures that
gives the client starvation probabilit..; as a function of the the base station does not exceed the prefetch delay budget by
average spacing between temporal jumps. This experimengcheduling a packet that has yet to be delivered from the live
was conducted for the streaming of VBR MPEG video tgideo source. The constraint (5) ensures that the base station
clients with buffers ofB = 64 kbyte and support foRR = 15  does not prefetch more tha?(;j) seconds “into the future.”
parallel channels. The bandwidth efficiency is fixed at 92% In our simulation study we consider a scenario where all
(J = 13). The average stream lifetime is fixed Bt= 1200 ongoing streams aréve streams. [Note that our performance

s. As we would expect, the loss probability increases as tfgsults are thus somewhat conservative compared to a more
rate of temporal jumps increases, however, the increase is redlistic scenario where the base station supports a mixture

®)

significant for a sensible number of temporal jumps. of live streams and prerecorded streams. This is because the
base station is not constrained by the prefetch delay budget (5)
B. Prefetching for Live Streams when prefetching for the prerecorded streams.] We consider

Although we have developed our prefetching protocol pril€ streaming of live VBR MPEG-1 streams.fo= 12 clients,
marily for the streaming of prerecorded continuous media, §CN With a buffer capacity o = 32 Kbytes and support
this section we explore the prefetchinglive (i.e., not prere- for £ = 15 parallel channels. The average lifetime of the
corded) continuous media. In particular, we focus on the trandde0 streams is set t6 = 10 minutes. The base station has
mission of the coverage of a live event, such as the video aadetel ofS' = 15 channels available for video streaming; the
audio feed from a conference, concert, or sporting event. In tRgndwidth efficiency is fixed af = 0.85. Table IV gives the
case of a live video feed the delay budget from capturing a videlent starvation probability.s; as a function of the prefetch
frame to its display on the client's screen is typically on the€lay budget(j) (which is the same for all streams). In the
order of hundreds of milliseconds. (One satellite hop, for ifonsidered scenario, prefetching with a prefetch delay budget
stance, introduces a propagation delay of 240 ms.) We int®-400 ms (the typical delay requirement for voice over IP)
duce an additional prefetch delay budget (on the order of a falyes @ client starvation probability of less tharr2a typical

hundred milliseconds) to allow for prefetching over the wireled@SS requirement for MPEG-4 video). The client starvation
link (i.e., the last hop). Specifically, Id2(;) denote the prefetch probability for prefetching of live content with a prefetch delay

delay budget for streaniin seconds. With prefetching the pe-Pudget of four seconds is almost as small as for the streaming of

ginning of the playback at the user is delayed by an additiorfierecorded content without a prefetch delay budget constraint.

P(5). However, we believe that an increase of the startup dela
of a few hundred milliseconds is acceptable to most users. (We
note that the situation is different for interactive communica- In this section, we outline the streaming of prerecorded con-
tion, e.g., video conferencing, where the total delay budgettinuous media from multiple clients to a central base station.
typically limited to 250 ms.) We assume a multirate CDMA system with a TDD timing struc-
When commencing the transmission of a live stream the basee. For every uplink stream a prefetch buffer is allocated in the
station immediately starts to transmit the stream’s packets. Tihase station. The base station tracks the prefetch buffer contents
client starts to play out the streaR{;j) seconds after the streamand schedules the uplink packet transmissions according to the
transmission has commenced. The base station may suppg&® policy. The base station sends out the uplink transmission
live streams and prerecorded streams at the same time. $hkedule in the forward (downlink) slot. In the subsequent back-
base station schedules both the live streams and prerecordadd (uplink) slot the clients send the scheduled packets to the
streams according to the refined JSQ prefetch policy withase station; pseudonoise codes are used for these asynchronous
channel probing. Packets are scheduled for the strgawith  transmissions. The base station processes the received packets,
the smallest prefetched resemg™), that satisfies: i) the client computes the next uplink transmission schedule, and sends it
reception constraint (3) (which is set to one packet per slotdfit in the following forward slot.
client j* is in probing mode) and ii) the client buffer constraint When packets are missing at the end of the backward slot
(4). In addition, for a live stream the base station checKise., when the schedule or a packet was lost) the affected
whether the packet considered for transmission exceeds tfient is probed. While probing the affected client sends one

Uplink Streaming
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(probing) packet per backward slot. The probing terminatgs; = 1, ..., .J, in the upcoming TDMA frame. The base
when a probing packet is received by the base station. station then assigns(;) time slots to clientj in the forward
portion of the TDMA frame (using, for instance, the dynamic
D. Prefetching in Third Generation CDMA Systems and  s|ot assignment (DSA++) protocol [34]). The prefetching pro-
TDMA Systems tocol may be employed in a frequency division multiple access

We have discussed the JSQ prefetch policy in the contdkDMA) system with TDD in analogous fashion.
of a second generation CDMA 1S-95 (Rev. B) system, where
rate adaptation is achieved through code aggregation, thatds,Physical Layer Refinements

by dynamically assigning multiple code channels to one par—ln this section we outline how our prefetch protocol may be

ticular client (stream). We have considered a scenario where the '~ : . . . . .
used in conjunction with physical layer techniques designed to

base station usesorthogonal codes for the downlink streaming?mprove the throughput over wireless channels. Recall from

service and clienf can receive (and proces)j) code chan- Section |l that the prefetching protocol distinguishes two

nels in parallel. JSQ prefetching is equally well suited for the . A N
rate adaptation technigues used in third generation CDMA sfst‘?ltes of the wireless channel: a "good" state where packets

tems. The third generation North American CDMA standar&r? suscessfully received, decoded, and acknowledged, and
bad” state where packets (and/or acknowledgments) are

cdma 2900' adapts _data rgtes by emp loying code aggrega%asq (due to an excessive number of bit errors or complete
and variable spreading gains [31]. With a 5-MHz carrier, for . )
. shadowing). The prefetch protocol may run on top of adaptive
instance, the data rate of one CDMA code channel can be ad- .
. . . efror control schemes employed at the physical layer. These
justed from 9.6 kb/s to 614.4 kb/s by varying the spreadin :
. : . hemes may adapt the forward error correction [35] or trans-
factor. With code aggregation a maximum data rate of 2048 kb/S _~. . . .
) . . . mission power [8] based on pilot tone or signal to noise and
can be achieved. Similarly, the universal mobile telecommyﬁterference measurements. As long as these techniques are
nications system (UMTS) wideband CDMA (WCDMA) stan- ' 9 que:
. able to successfully return an acknowledgment for a transmitted
dard for Europe and Japan adapts data rates by employing code

aggregation in conjunction with variable spreading gains aR&leet’ the prefetching protocol "sees” a good channel and
ggreg J b 99 schedules packets according to the length (in runtime) of the

code puncturing [9]. UMTS may run in the frequency division refetched reserve. When the physical layer techniques fail

duplex (FDD) or the TDD mode. In the TDD mode, WhiCHOdue to severely deteriorated channel conditions or complete
we assume throughout this article, time is divided into 10 ng y P

frames, which are subdivided into 16 minislots of G&beach. s%adowing), the prefetching protocol switches to the probing
A minislot is spread with a unique code and may carry eithg?Ode' . : .
forward or backward traffic. Each minislot has a total of 15 An avenue for fufnure re_sear_ch |s_to use mterleaymg schemes
. . . .~ qrturbo codes [36] in conjunction with the prefetching protocol.

code channels, which may be dynamically assigned to the mﬁl- leavi b d Id loit the delav tol f
vidual clients. To illustrate JSQ prefetching in these third genep-.ter eaving or turbo codes could exploit the delay tolerance o

X . clients with a large prefetched reserve to successfully decode
ation CDMA systems, suppose that the forward (base station10 I
clients) transmission capacity allocated to streaming services%"il-(:ketS under adverse channel conditions.
lows for the transmission f packets in one forward slot of the
TDD. The base station executes the JSQ scheduling algorithm
to determine the number of packet§j) scheduled for client
4,3 =1,...,J,inthe upcoming forward slot. The spreading There is a large body of literature on providing QoS in
factors and code channels for the forward slot are assigned wgeless environments. Much of the work in this area has
cording to the transmission schedulg), j =1, ..., J. focused on mechanisms for channel access; see Akytdik

The JSQ prefetch policy is also suited for the rate adaptatif8v] for a survey. Choi and Shin [38] have recently proposed
technigues of wireless time division multiple access (TDMAQ comprehensive channel access and scheduling scheme for
systems. In generalized packet radio service (GPRS) and supporting real-time traffic and nonreal-time traffic on the
hanced GPRS (EGPRS), the GSM standards for packet dajéinks and downlinks of a wireless LAN.
services, rate adaptation is achieved through adaptive codindRecently, packet fair scheduling algorithms that guarantee
and time slot aggregation, that is, by assigning multiple tin@ients a fair portion of the shared transmission capacity have re-
slots within a GSM frame to a particular client (stream) [32keived a great deal of attention [39]-[42]. These works adapt fair
Up to eight time slots per GSM frame can be allocated toszheduling algorithms originally developed for wireline packet-
client, giving maximum data rates of 160 kb/s in GPRS arslWitched networks to wireless environments. They address the
473 kb/sin EGPRS. Similarly, in GPRS-136, the IS-136 TDMAey difference between scheduling and resource allocation in
standard for packet data services, rate adaptation is achiewdeline and wireless environments: wireline links have a fixed
through adaptive modulation and time slot aggregation [33]. Uansmission capacity while wireless links experience location-
to three time slots per 20 ms TDMA frame can be allocatatbpendent, time-varying, and bursty errors, which result in sit-
to a client, giving a maximum data rate of 44.4. kb/s. Supposations where the shared transmission capacity is temporarily
that the base station allocatg&gime slots of the forward por- available only to a subset of the clients. Another line of work ad-
tion of the TDMA frame to continuous media streaming. Thdresses the efficiency of reliable data transfer over wireless links
base station executes the JSQ scheduling algorithm to defédB], [22]. Krunz and Kim [44], [45] study the packet delay and

mine the number of time slots (packetg)) assigned to client loss distributions as well as the effective bandwidth of an on—off

VI. RELATED WORK
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flow over a wireless link with automatic repeat request and foln the wireless setting this common resource is the downlink
ward error correction. transmission capacity of the base station.

We note that to our knowledge none of the existing schemesAmong the collaborative prefetching schemes for wireline
for providing QoS in wireless environments takes advantagavironments is a prefetching scheme based on the JSQ prin-
of the special properties (predictability and prefetchability) dafiple developed by Reisslein and Ross [53]. Their scheme is de-
prerecorded continuous media. Prerecorded continuous medigned for a Video on Demand service with VBR encoded fixed
however, are expected to account for a large portion of the futdrame rate MPEG video over an ADSL network or the cable
Internet traffic. There is an extensive literature on the streamiptant. The protocol proposed in this article differs from the pro-
of prerecorded continuous media, in particular VBR videdgcol in [53] in two major aspects. First, the protocol in [53] is
over wireline packet-switched networks; see Krunz [46] atesigned for a shared wireline link of fixed capacity. It does not
well as Reisslein and Ross [47] for a survey. In this literaturetemndle the location-dependent, time-varying, and bursty errors
wide variety of smoothing and prefetching schemes is explor#tht are typical for wireless environments. Second, the protocol
to efficiently accommodate VBR video on fixed bandwidthn [53] is designed for fixed frame rate video. It assumes that all
wireline links. The proposed approaches fall into two maiangoing video streams have the same frame rate. Furthermore, it
categories: noncollaborative prefetching and collaborativequires the synchronization of the frame periods of the ongoing
prefetching. Noncollaborative prefetching schemes [48]-[56}reams. Our protocol in this article, on the other hand, does not
smooth (i.e., reduce the peak rate and rate variability of) a@quire synchronization of the ongoing video streams. Our pro-
individual VBR video stream. The smoothing is achieved bjocol accommodates video streams with different (and possibly
transmitting the video traffic at a piecewise constant-rate trartsne-varying) frame rates. It is thus well suited for H.263 en-
mission schedule. The piecewise constant-rate transmissomalings which are expected to play an important role in video
schedule relies on prefetching of some parts of the prerecorddigbaming in wireless environments.
video (also referred to as work-ahead) into the client buffer. Elaoud and Ramanathan [55] propose a scheme for pro-
The noncollaborative prefetching schemes compute (typicalliding network level QoS to flows in a wireless CDMA system.
off-line) a transmission schedule that is as smooth as possibleeir scheme dynamically adjust the signal to interference
while ensuring that the client buffer neither overflows noand noise ratio requirements of flows based on MAC packet
underflows. The video streams are then transmitted accordibgadlines and channel conditions. The simultaneous MAC
to the individually precomputed transmission schedules. Tpacket transmission (SMPT) scheme of Fitzek al. [56]
statistical multiplexing of the individually smoothed videgrovides transport level QoS by exploiting rate adaptation
streams is studied in [51], [52]. techniques of CDMA systems. The SMPT scheme delivers

Collaborative prefetching schemes [53], [54], on the othéransport layer segments (e.g., UDP or TCP segments, which
hand, determine the transmission schedule of a video streara divided into several MAC packets) with high probability
on-line as a function oéll the other ongoing video streams. Irwithin a permissible delay bound. Our work in this paper
particular, the collaborative prefetching schemes for wirelirgiffers from the network/transport level schemes [55], [56] in
networks take the prefetch buffer contents at all the clients inteveral aspects. First, [55], [56] propose decentralized schemes
consideration. We have built our prefetch protocol for wirelegsr backward (uplink) transmissions, that is, the schemes are
environments on the principle of collaborative prefetchindesigned for uncoordinated transmissions from distributed
for two main reasons. First, the time-varying, bursty, antlients to a central base station. Second, there is no prefetching
location-dependent wireless link errors make it very difficuin [55], [56]; the SMPT scheme resorts to rate adaptation (i.e.,
(if not impossible) to transmit according to a fixed transmissigparallel packet transmissions) only to recover from gaps caused
schedule that is pre-computed for an individual video stream by errors on the wireless link within a given TCP or UDP
some noncollaborative prefetching scheme. Wireless systesegment. Moreover, [55], [56] do not take the characteristics of
experience situations where the shared transmission capattigy application layer traffic into consideration; the scheme [55]
is temporarily available only to a subset of the clients. At angperates on one MAC packet at a time and SMPT [56] operates
given point in time there may be good transmission conditios one TCP or UDP segment at a time. Our protocol in this
on the wireless links to some clients while the transmissiatticle, on the other hand, exploits two special properties of the
conditions are adverse on the wireless links to some oth@erecordedcontinuous media streaming traffic: 1) the client
clients. It is therefore natural to build upon the principle of coleonsumption rates over the duration of the playback are known
laborative prefetching when designing a prefetching protocéfore the streaming commences; and 2) while the continuous
for wireless environments. Secondly, it has been shown in theedia stream is being played out at the client, parts of the
context of wireline networks that collaborative prefetchingtream can be prefetched into the client's memory.
outperforms noncollaborative prefetching when multiple video We note in closing that Chaskar and Madhow [57] and An-
streams share a single bottleneck link [47]; that is collaboratideewset al.[58] study the sharing of the base station’s downlink
prefetching achieves higher average link utilizations andansmission capacity by multiple flows. Chaskar and Madhow
smaller client starvation probabilities. Wireless networks arjli7] propose a link shaping scheme where the flows are as-
wireline networks have fundamentally different characteristicsigned individual packet slots or entire rows in an interleaver
However, streaming from a central base station to wirelebbck matrix. Andrewset al. [58] propose a modified largest
clients is similar to streaming over a wireline bottleneck linkweighted delay first (M-LWDF) scheme, which is designed to
In both cases multiple video streams share a common resouprevide throughput and/or delay assurances. In the M-LWDF
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scheme the base station maintains a transmission queue for eag)
ongoing downlink flow. Roughly speaking, packets are sched- 5
uled for the flow with i) the largest transmission queue, and ii) [6]
relatively good transmission conditions.
[71
VII. CONCLUSION

We have developed a high performance prefetching protocoI[S]
for the streaming of prerecorded continuous media in a cellularg;
wireless system. Our prefetching protocol can be employed on
top of any of the rate adaptation techniques of wireless comm%iO]
nication systems. Our protocol accommodates CBR and VB
encodings as well as fixed frame rate and variable frame rate efi-1]
codings. Channel probing is crucial for the performance of our
protocol. With channel probing the base station allocates trangro;
mission resources in a judicious manner avoiding the allocation
of large portions of the available transmission capacity to client§]
experiencing adverse transmission conditions.

In our ongoing work, we study service differentiation [14]
among the ongoing streams. In a crude service differentiatio
scheme, the base station prefetches for low priority client
only if the prefetched reserves of the high priority clients
have reached prespecified levels. We are also extending tH]
prefetching protocol to scalable (layered) encoded video,
With layered encoding, the video is typically encoded into a
base layer, which provides a basic video quality, and one (or
more) enhancement layer(s), which improve the video quality[.1
Layered encoded video has the decoding constraint that an
enhancement layer can only be decoded if all lower layers ar9]
given. Layered encoded video makes it possible to provide
different video qualities to clients with different decoding and
display capabilities. Importantly, layered encoded video also
allows for graceful degradation of the video quality. During 2]
periods of bad channel conditions the client may run out of thgyy;
enhancement layer(s) and continue displaying the lower quality
base layer video (provided a sufficiently long segment of thd22]
base layer has been prefetched). With layered encoded video
there is a tradeoff between prefetching: 1) a shorter segment 3]
the complete [base layer enhancement layer(s)] stream; or
2) a longer base layer segment. We are exploring this tradeoff
and are developing policies that prefetch the enhancemeny]
layer(s) only if a minimum-length base layer segment has been
prefetched. [25]
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